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Lecture — 38
Predictive Analytics: Machine Learning (Contd.)

Hello everybody this is Rudra Pradhan here. Welcome to b m d lecture series, and today
we will continue with predictive analytics and that to coverage on machine learning. In
fact, we have already discussed this particular component in the last lecture, and the
topic which we have discussed earlier was artificial neural network, and in this lectures,
we will be continue with the similar kind of you know technique, by covering two more
additional kind of you know components, that is on random forests and support vector
machine. All these are predicting predictive techniques predictive analytics techniques,
and we need to again predict a particular variable dependent variable subject, to certain

independent variables.

So, these techniques are basically classification techniques, and through which we need
actually for business problems and, in fact, in reality lots of business problems are there.
So, we need you know kind of you know classification, to understand the problems, and
to predict the problems as per the particular, you know business requirement, or you
know management requirement and a random forest, you know random forest and
support vector machines are you know such techniques, which can help lot to do the
classification to understand the data, get the insights, and then you know predict the kind

of inner business problems as per the particular you know requirement.
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* Random Forest

» Support Vector Machines
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So, in this particular you know lecture we first start with you know coverage of you

know random forest, and then we will follow with you know support vector machines.
(Refer Slide Time: 02:06)

What is Random Forest

* Random forests (RF) is one of the popular ensemble method in which
several trees (hence, the name forest) are developed using different
sampling strategies.

* One of the most frequently using sampling strategy is the Bootstrap
aggregating (or bagging).

* Bagging is a random sampling with replacement.

*+ A new observation is classified by using all the trees developed in the
random forest and majority voting is used for deciding the class.
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So, random forest basically you know a kind of you know method in which, several trees
are developed using different sampling strategy. One of the most frequently using
sampling strategy is the bootstrap aggregating, and that is called as you know bagging.

And in fact, this particular technique is followed by a random sampling that to with



replacement, a new observation is classified by using all the trees developed in the

random forest, and majority voting is used for deciding the class.

So; that means, actually we have a particular you know data set, with respect to you
know several variables, and like artificial neural network will have also structure like,
you know trendy particular, you know structures and then develop a kind of you know a
classification or develop a kind of you know structure through which, we do the similar

kind of you know predictions as per the particular you know business requirement.
(Refer Slide Time: 03:15)

What is Random Forest

* Random forests (RF) are a combination of tree predictors such that each
tree depends on the values of a random vector sampled independently
and with the same distribution for all trees in the forest,

* The generalization error of a forest of tree classifiers depends on the
strength of the individual trees in the forest and the correlation between
them.

* Using a random selection of features to split each node yields error rates
that compare favorably to Adaboost, and are more robust with respect to
noise,
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So, technically random forests are the combination of tree predictors such that, each tree
depends on the values of the random vector sample independently, and with the same
distribution for all trees in the forest. So, the generalization error of a particular you
know forest of tree that is the classifiers, depends on the strength of the individual tree in
the forest and the correlation between them. In fact, using a random selection of futures
to split, each nodules, error rates that compare favourable to a adaboost and are more

robust with respect to noise.



(Refer Slide Time: 03:59)

 —..
What is Random Forest

* Ensemble classifier using many decision tree models
* Can be used for classification or regression

* Accuracy & variable importance information is provided with the
results
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So, in typically means typically in total this is a kind of you know classifier, using many
decision tree models. We have a kind of you know component called as you know
decision tree, and the random forest is a kind of you know tool it is well connected with
you know decision tree, and through decision tree will do the kind of you know
classifications, and then we will go for the kind of you know prediction as per the
management requirement. And it can be classified you know classified as per the
particular you know requirement so; that means, you know the classifications like you
know the concept ecology no cat, then the accuracy and variables importance

information is provided with this particular you know results.
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Advantages

*+ Random forests are an effective tool in prediction.

* Forests give results competitive with boosting and adaptive bagging, yet
do not progressively change the training set.

* Random inputs and random features produce good results in
classification- less so in regression.

+ For |arger data sets, we can gain accuracy by combining random features
with boosting.
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So, the kind of you know requirement is to understand the particular you know
structures, and do the kind of you know forecasting as per the a problem requirement.
So, we have lots of you know advantages, random forests are an effective tool in
prediction, and forests give results competitive with boostings and adaptive bagging, and

it is a kind of you know flexible kind of you know structures.

So, when will it change the particular you know training structure or the kind of you
know data structures then; obviously, the particular classification can change, again as
per the business requirement. So, random inputs and random features produce good
results in classifications, and means that is technically compared like you know
regression structures. For the larger data sets we can gain accuracy by combining,

random features with you know boosting.

So, like you know artificial neural networks. So, in this case also we can do better
predictions, and better forecastings, better classifications provided. We must have a
several kind of you know data points through which, we have a lots of you know
flexibility to train the particular you know structure, and come with a particular you

know set up through which will you do the better predictions.
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The Algorithm

+ Let the number of training cases be N, and the number of variables in the
classifier be M.

« The number m of input variables are used to determine the decision at a node
of the tree; m should be much less than M.

* Choose a training set for this tree by choosing N times with replacement from
all N available training cases. Use the rest of the cases to estimate the error of
the tree, by predicting their classes.

+ For each node of the tree, randomly choose m variables on which to base the
decision at that node. Calculate the best split based on these m variables in the
training set.

+ Each tree is fully grown and not pruned.
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So, the algorithm is like this the random for you know random forest algorithm.

(Refer Slide Time: 06:12)

Random Forest Algorithm (Flow Chart)
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So, it we start with you know number of training cases N, and the number of variables in
the classifiers you know can be denoted as a capital N, and then we pick up a kind of you
know N input kind of you know variables, which can you used to determine the decision
of a particular you know requirement, and that too for a particular you know tree, and
where m should be less than 2 m. So; that means, technically we have a larger set and

within the larger set, we will find out a small cluster through which you do the



classification as per the particular you know requirement so; obviously, the particular
you know training structure, the prediction structure, followed by a random samplings
and that too with replacement so; that means, we have a plenty of you know flexibility to
change the structures, the you know train the kind of you know data set, then to come a
you know come with a particular you know setup through which we can do the

predictions as per the, you know problem requirement.

So now the particular flowchart can give you the details about this random forest. So, we
start with you know developing a tree that is a decision tree, and through that decision
tree we will it do the kind of you know structuring, and you know create a kind of you
know environment for prediction. And here to start with we have a kind of you know
structures for each tree, choose training data subsets, and then we continuously you know
follow up you know like a you know depending upon the particular you know prediction

structure, and you know errors.

So, continuously we can actually train and you know structure restructures, you know
when the when it is not coming as per the particular requirement, then against it will
repeat the particular you know proceed process. And then finally, we come with a kind of

you know structure through which really do the kind of you know predictions.

So, the mechanism says sometimes in this process is called as you know gini index, and
that will help you again to you know prepare a kind of you know structure through,
which you will do the better predictions. So, it is actually kind of you know flexible
systems, or you know through which you will develop a particular you know structure or

setup, through which we can do the predictions.
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More Advantages
It produces a highly accurate classifier and learning is fast
It runs efficiently on large data bases.
It can handle thousands of input variables without variable deletion.

It computes proximities between pairs of cases that can be used in
clustering, locating outliers or (by scaling) give interesting views of the
data.

It offers an experimental method for detecting variable interactions.
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And we have lots of you know extra advantages to use this random forest, and it is
highly accurate classifiers, and learning is very fast like you know in the case of in on
neural network and. In fact, as usual the if you compare with the simple regressions, this
particular mechanism is more attractive because it is having actually high accuracy to
develop the kind of you know classifiers, and then turn the kind of you know structure

through which will do the better predictions.

So, ultimately compared to simple regressions, in this kind of you know technique like
random forest, support vector machines and the neural networks every times we must
have been in a large data set, through which you can do better training develop a better
structure, and then we will go for the kind of you know forcastings as per the kind of you

know requirement.
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Structure of Random Forest

A Random Forest is a classifier consisting of a collection of tree-structured
classifiers {h(x, @k }, k = 1...} where the Ok are independently, identically
distributed random trees and each tree casts a unit vote for the final
classification of input x. Like CART, Random Forest uses the gini index for
determining the final class in eachtree.

The final class of each tree is aggregated and voted by weighted values to
construct the final classifier. -
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The structure of the random forest is like this. So, the kind of you know structure is
called as you know classifier. So, we have to develop a kind of you know, structure
through which we can actually you know develop a kind, of you know system through
which you can continuously change the trains structures, or the kind of you know set up
through, which we will get the best result and of course, that will be a check through the
kind of new production error, and the system which we like to follow is called as a
classification and regression tree, through which you know random forests can even
develop the system through which you can do the kind of you know management

decisions..
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]Gini Index

Random Forest uses the gini index taken from the CART learning system to
construct decision trees. The gini index of node impurity is the measure most
commonly chosen for classification-type problems. If a dataset T contains
examples from nclasses,

gini index, Gini(T) is defined as:

where p; is the relative frequency of class jin T.
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It in fact, it is a kind of you know structure like you know neural network, and through
which you will develop the kind of you know set up, and we will go for the kind of you
know predictions. So, what I have mentioned that you know the in the random forests the
typical component, which you know we simplify the particular structure, is called you

know gini index.

And it is actually a developed through his this particular you know structure and then I
think you know this is this is the kind of you know formula through which you can
calculate the gini index, and p is the kind of you know relative frequency of a particular
class a z class, in a kind of you know T observations and then we accordingly actually

predict the kind of you know structures.
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If a dataset T is split into two subsets T, and T, with sizes N1 and N2 respectively,
the gini index of the split data contains examples from n classes, the gini index
(T) is defined as:

N A
Ginigs(T) :T: gini(Ty)+ M oii(T)

““The attribute value that provides the smallest SPLIT Gini (T) ischosen tosplit the node,

£l
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So, likewise actually we can we can divide the data set into two different parts like you

know T 1 and T 2, and against we can create a separate gini index, for T 1 and T 2 and

finally, the combined gini index is nothing but, you know gini index for the part ones,

that is this subset 1 and the subset 2 and then finally, we can actually go for the kind of

you know predictions.
(Refer Slide Time: 11:27)

Operation of Random Forest

The working of random forest algorithm is as follows.

1. Arandom seed is chosen which pulls out at random a collection of samples from the training
dataset while maintaining the classdistribution,

2. With this selected data set, a random set of attributes from the original data set is chosen
based on user defined values. All the input variables are not considered because of
enormous computation and high chances of overfitting.

3. Inadataset where M is the total number of input attributes in the dataset, only R attributes
are chosen atrandom for each tree where R< M.

4, The attributes from this set creates the best possible split using the gini index to develop a
decision tree model. The process repeats for each of the branches until the termination
condition stating that leaves are the nodes that are too small to split.
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So, you know. So, likewise we will you know develop a kind of you know structure,

through which random forest can help you to predict the kind of you know business



problems, as per the particular you know requirement so; obviously, you know we have a
kind of you know systems, and the algorithm which I have mentioned here, that you
know it is a kind of you know random sampling with you know replacement, and then
we have a pool of you know variables through which the training structures, we pick up a
particular you know structure or you know set, through which you can develop a kind of
you know framework and with the particular framework we will go for the kind of you

know predictions.
(Refer Slide Time: 12:09)

Random Forest Example

Source: Kaggle

Dataset: Titanic

survival: Survival 0 = No, 1 = Yes

pclass: Ticket class1 = 1st, 2 =2nd, 3 = 3rd

sex: Gender

Age: Age in years

Sibsp: # of siblings / spouses aboard the Titanic

Parch: # of parents / children aboard the Titanic

fare: Passenger fare

Port of Embarkation: C = Cherbourg, Q = Queenstown, S = Southampton
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So; obviously, this is a kind of you know structure through which you can develop. And
to understand the particular you know setup how random forest can help you to do the
classification do the kind of you know prediction. So, we can start with simple examples,
and this is actually titanic examples. And so, in the case of you know. So, we have a
couple of you know variables in these particular problems. So, we have a variables both

in qualitative types and the numeric type.

For instance, the age is a kind of you know quantitative variables, then sex is a kind of
you know qualitative variables, then class that is actually categorical variables, similarly
survivals it is also categorical variables, and likewise we have fares that is actually

quantitative variables, then the port there are 3 ports which you have actually designated

asaCQandS.



So, likewise we have actually couple of variables through which we will do the kind of
you know classification and the kind of you know predictions. So, in this particular you
know problems. So, our dependent variable will be the kind of you know p class, and
then it will be predict predicted that is, p class means that is the ticket class first second
and third. So, and it is a kind of you know categorical. So, denoting 1,2,3 and then. So,
that will be classified and we will do the kind of you know predictions, with respect to
couple of you know dependent variable, and independent variables which you have

already highlighted here.

So now with the particular you know information. So, I will take you to the kind of you
know software’s, and through which we can actually we can get to solve this particular

you know problems. Usually this kind of you know structures manually you cannot do.

(Refer Slide Time: 13:56)
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So, the particular software which you can actually apply to solve this particular you
know problems through random forests is excel start. In fact, we can also do through r
software’s, but this is a since we are you know solving so many problems through excel
data structure. So, again so, excel stata excel start can help you lot to solve this particular

you know, problem by the use of you know random forest. So, in the excel start software.

So, we have a couple of you know items here like this, and then we go to the machine
learnings. And in the machine learnings we have a couple of you know tools are here,

and the tool which you need right now, to forecast the particular structure is called as you



know random forests. So, accordingly if you click the random forests then the particular
structure will be coming like this, and then we now clean the particular you know set up
first, and then we indicate the particular you know requirement. So, by the way. So, this
is now the kind of you know input box, and here we like to you know classify a
particular structure and do the kind of you know predictions with respect, to couple of
you know variables where some are you know dependent some are you know

independent.

So, in the random forests accordingly we have actually classifiers and then there are
explanatory variables, and that too we have a qualitative box and we have a quantitative
box. So, first hand choice is you know what is our objective, that too you know classify
and that too we need actually kind of you know predictions. So, that is that is regarded as
a response variable. So, in this case we like to a actually classify the p class, that is we
have actually 3 types 1, 2, 3. So, in the first case response variable will be p class and
then. So, we come to the quantitative variables, these are the means the quantity
independent variable through which you will classify the particular you know structure,

and do the kind of you know prediction.

And in this in this spreadsheet we have a couple of you know independent variables here,
starting with you know age, then siblings, then the pre-class, then fares, and then this
these are all actually all independent variables and that too quantitative in nature, and
again come to the qualitative structure and the qualitative structures one particular
variable is the survived, and then we have a sex, and then we have kind of you know
envier. So, it is a kind of enough port 3 types of you know port we have recognized S C
and V and accordingly. So, we really have actually observations levels and the
observation levels will be the kind of you know name and names so; that means, now
technically the kind of you know entry is ready so; that means, we develop a particular

structure here.

So, here is our target is to classify the p class, that is the, that is actually we have a 3 here
and then. So, will predict the kind of you know structures or classify the particular
structure with the set up you know independent variables, that too some are you know
quantitative in nature, and some are you know qualitative in nature. So, after giving the
in particular you know indications, you just allow the structure to start, then this will be

the p class then the quantity variables here we have e to h and against qualitative



variables, this is this survived that is the a, and against the d column sex, and then the last
column, the part of destiny, then finally, the observations labels that is the name clusters

and then finally, put up a and continue yes.

(Refer Slide Time: 18:05)
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This is now ready to analyze, and this is what the kind of you know structure, through
which you can do the kind of you know analysis. So, this is what the typical you know
results. So now, we have a couple of variables, and the first part of this result is summary
statistics. That too you know training say with respect to all these quantitative variables,
and we have a couple of observation here, 1043 observations, and there is no missing
items so; that means, it will give you the details, then we have a minimum of this

particular you know series maximum of this particular series, mean standard deviations.

And so, means you know as usual descriptive statistic are reported to analyze the you
know particular situation, and again so, then the summary statistic with respect to
qualitative variables. So, this is actually sex and back. So, so these are the kind of you
know structures again with respect to you know kind of you know set up and then finally,
we will go for the kind of you know analysis, and then we have the observations errors.

So, what will you do? We will start against to this is fine, continue something.

So, we have to give the option here. So, that you know then we will get the details. So

now, and this is what the final outcome. So now, this is and this is how the final results



so; that means, if you do not give the options you know the results will not actually

appear.

(Refer Slide Time: 20:36)

r.i =

So, initially we have given the option only for you know descriptive statistic that too for
dependent variable and independent variables. Now putting all these options as per our
requirement, so the final results of you know random forests is like this. So, this is what
the confusion matrix. So, we have a destiny. So, 1, 3 destiny 1, 2, 3. So, with respect to 1,
2, 3, we have a 3 into 3 matrix. And then we like to see how much actually correct
predictions and how much are you know the kind of you know doubtful case confusion

case.

So, for a for the k you know situation; that means, classification the actual kind of you
know effect and the final the predicted kind of you know effect so; that means,
technically. So, we like to check 1, 2, 1, 2,2,2 and then 3,2,3. So, that is the kind of you
know correct kind of you know situation. So, in this kind of you know situation so, here
we have actually 100, 1043 data and accordingly. So, the 1, 2, 1 so, we have a 266 so;
that means, the correct prediction is a 96 percent and then we have actually 2, 2, 2. So,

that is 236.

So, the correct prediction is again 90 percent, and against we have a 3, 2, 3. So, that is
485. So, it is again 96 about 96 percent, then the total prediction is actually accuracy is a

94 percent so; that means, technically. So, these are all confusion situation like you know



1,2,2. So, initially the kind of you know, set is a 1, what it is actually finally, a going to
destiny 2, and similarly a the actually is 1 and then they go to destiny 3. So, likewise we
have all entries, but correct prediction percentage is very high so; that means, So, the
model which you have developed here to train the kind of you know structure, and to
know the particular you know classification, and to find out the registration prediction
structures. So, we find actually the kind the random forest give, the right accuracy having
actually more than 96 percent kind of you know confident structure, through which you

will do the similar you know structure kind of you know prediction.

So now, here is the kind of you know compare comparative analysis. So, the actual kind
of you know fact and then the predicted effect. So, you will find see here the actual
response, then the prediction response. So, 1,1,1,1 so; that means, this is what the
actually the confusion matrix tells about and; that means, 266. So, this 1 to 1, 1 to 1 we
have as 266 number similarly 2 to 2. So, we have a 236 numbers, and again 3 to 3 we

have a 485 numbers.

So; that means, these are the correct classification. So, likewise we have actually a
entered data set. So, with respect to the actual structure and the kind of you know
predicted structure. So, this is 2,2,2 and likewise we have a the kind of you know 3,3,3
then; obviously, we have some kind of you know confusion kind of you know structures
1,2,2 then 1,2,3. So, 2, 2, 3 like this. So, these are all the kind of you know correct entries

and accordingly.
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So, this is this is a more you know information about these predictions, that is actually
the NM wise. So, you see here. So, these are all the 3 destiny, and if the correct destiny is
1, then by default this you know this will be 0 and this will be 0. So, likewise, altogether
it should be exactly equal to 1. So, that is what the prediction structure we have set up,
and here it is 1 means by default these you will be 0, since it is in 0.9 0.933. So, by
default, this will be 0.067. So, as a result, this is again coming 1. So, that is how the kind

of you know structure.

So, these are all for you know the, you know name wise for all the lists, and this is how
the classification structures through, you know random forest. So, we have all the least a
1043 list to know the particular you know, the particular structure that is the actual fact,
and the kind of you know predicted fact. So, this is again the kind of you know you
know summary sheet of this entire data set, and likewise we have actually a the kind of
you know structure, through which random forests can give you the, you know format
through which you cannot the actual fact, and the kind of in a predicted. Fact of course,

you know.

So, this is how the kind of you know a decision tree and these are the kind of you know
requirement, and this is again and distinguish the kind of you know classifications so;
that means, actually the fact is that you know. So, random forest give you the kind of you

know classification. So, the in the we have a lots of results starting with you know



descriptive statistic, but the particular you know prediction structure depends upon this
kind of you know confusion matrix. So, what is the actual kind of you know you know

fact and what is the kind of you know predicted fact.

So, it is with respect to you know destiny, we are you know doing the kind of you know
structure and getting the reality, how it is actually deviating from the actual kind of you
know structures. So, this is how the random forest can help you lot to develop a kind of

you know scenario, and then you know predict the kind of you know environment..
(Refer Slide Time: 26:18)
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So now, coming to the kind of you know.
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Random Forest Example
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Likewise, these are all the results.
(Refer Slide Time: 26:20)

Random Forest Example
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And which we have already highlighted.
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Random Forest Example
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And so, or the second part of this particular.
(Refer Slide Time: 26:04)
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Overview Support Vector Machines

+ About Support Vector Machines

+ Properties of Support Vector Machines

+ Applications of Support Vector Machines
» Gene Expression Data Classification
» Text Categorization if time permits
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You know machine learning is the support vector machines, like you know random for
the same problem. We can also classify the particular you know structures through
support vector machine, and you know like say random forest it is also one of the
classifiers, through which you can you know classify the particular, you know structure

and do the predictions as per the business requirement.



And in the support vector machine this is actually a big component, and you know we
just highlighted the particular you know structure, through which you we can connect the
same problems, and then we check how the support vector machine, can give you the
kind of you know classification, better classification through actually read the kind of

you know business requirement or the kind of you know problem requirement.

So, we like to know a little bit about the you know support vector machines that that is s
v m, and we like to highlight this you know properties about the support vector
machines, the kind of you know advantages, and the kind of you know applications. In
fact, we are applying this particular technique for this particular you know titanic

problem..
(Refer Slide Time: 27:30)

Linear classifiers: Which Hyperplane?

+ Lots of possible solutions for g, b, c.

+ Some methods find a separating hyperplane, but not the
optimal one [according to some criterion of expected
goodness]

- E.g., perceptron
+  Support Vector Machine (SVM) finds an optimal* solution.
— Maximizes the distance between the hyperplane and
the “difficult points” close to decision boundary
- One intuition: if there are no points near the decision
surface, then there are no very uncertain classification
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And first of all, we like to know what is actually support vector machine, what I have
told you this is a kind of you know classifier. So, we can actually classify or classify the
particular structure through linear kind of you know structures, and through non-linear
structures. So, we have a kind of you know, but you know, kind of you know initial
structure and then through the kind of you know, training and the kind of you know,
algorithm. So, we can develop you know alternative kind of you know structure, through
which you can you know do the better prediction, and you know kind of you know better

for castings.



So, let us assume that you know this is a kind of you know lines, and represented by a x
plus b y minus c. So, let us assume that you know this is a kind of you know decision
boundary. And then we live to try to find out you know. Nearest kind of you know
structure through which usually do the kind of you know a predictions. As per the you
know particular you know problem requirement. So, support vector machines finds in a
optimal solutions. Which actually maximize the distance between the hyperplane. And
the difficult points close to the decision boundaries so; that means, like you know

initially we have discussed about the random forest.

So, we have a kind of you know the kind of you know. Actual structure and through
training and the kind of you know algorithm we develop you know alternative structure,
and that that should be very close to the kind of you know actual structure so; that
means, like you know whatever techniques we have already discussed, starting with you
know time series technique, neural network random forest. So, here actually you know
the structure which would like to finally, you know pick up and then you know apply for
the prediction and forecasting. So, the since the error component should be actually
drastically low, like you know we have already discussed you know mean squared error,

mean absolute percentage or. So, here also same thing.

So, the particular you know structure and then we develop a new structure which the. So,
the distance between the actual structure and the predicted structure should not be
deviate much, then we can say that you know this particular you know classifier is a
better technique through which you can do these similar kind of you know predictions, as
per the a particular you know problem requirement or you know management

requirement.



(Refer Slide Time: 29:39)

Another intuition

+ Ifyou have to place a fat separator between classes, you have less choices,
and so the capacity of the model has been decreased
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So, we have actually you know there are different ways you can classify. You know so,
we have to develop the particular you know structures like you know this is the, you
know kind of you know classifier. So, we have a two-different set altogether. So, the red
ones and the kind of you know blue ones. So, likewise we can have another kind of you
know structure through which again this can be classified so; that means, we have a this

is another classifiers.

So, likewise we have actually plenty of you know classifiers, means technically against
we have a kind of you know flexible structures. So, we have and we like to develop a
kind of you know structure, through which you can classify the things in two different
you know homogeneous group, through which will do the kind of you know similar you
know prediction, like we have you know discussed the problem in the random forest. So,
like you know we in the last problem we classified with respect to you know destination.
So, 3 3 different destination and then the entire you know data can be classified as per

the particular you know a requirement, this is also similar kind of you know structure.



(Refer Slide Time: 30:42)
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Support Vector Machine (SVM)

+ SVMs maximize the margin around the
separating hyperplane.
+ Ak.a. large margin classifiers

+  The decision function is fully specified by a
subset of training samples, the support
vectors.

Support vectors

+ Solving SVMs is a quadratic programming
problem

Maximizes margin

+ Seen by many as the most successful
current text classification method*

*but other discriminative
methods often perform very
similarl
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And then you know means the particular you know tool, that is you know predictive
analytics tools that is the support vector machines is a kind of you know quadratic
programming problems, through which you actually we really do the kind of you know
classification and the develop a particular, you know structure through which you can

actually you know do the prediction and forecasting.

This is another way to you know do the kind of you know you know clustering. So, this
is one group and this is another group so; that means, we technically get to know. So, the
kind of you know structure, through which we can actually you know classify the
particular you know structure. So, this is how the kind of you know actual structures, and
the kind of you know derived structures, or you know new structure through which you
can every times compare and you know you know check then finally, fix as per the

particular you know best requirement right.



(Refer Slide Time: 31:36)
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Support Vector Machine (SVM)

+ SVMs maximize the margin around the

separating hyperplane.
+ Ak.a. large margin classifiers

+  The decision function is fully specified by a
subset of training samples, the support
vectors.

+ Solving SVMs is a quadratic programming
problem

* Seen by many as the most successful Narrower margin
current text classification method* y

*but other discriminative
methods often perform very
similarl
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So, this is how there are different ways you can actually classify, and then we every time
check and then finally, fix which is actually good for this kind of you know

classification, and the kind of you know problem you know problem requirement.
(Refer Slide Time: 31:44)

Maximum Margin: Formalization
+ w: decision hyperplane normal vector
+ x; data point
* y; class of data point i (+1 or-1)  NB: Not 1/0
+ Classifier is: flx) = sign(w'x + b)
+ Functional margin of x;is: yi(w'x +b)
- But note that we can increase this margin simply by scaling w, b

+  Functional margin of dataset is twice the minimum functional margin for
any point

— The factor of 2 comes from measuring the whole width of the margin
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So, here the idea is you know to find out the maximum margins, particular for the
particular you know process. So, this is how the simple you know functional form
through which you can actually you know develop the particular structure through which

you can do the kind of you know predictions, w is the decision hyper plane normal



vectors, and x 1 is the data points, and y is the class of data points for i, that will be in
between plus minus 1. So, likewise actually we like to develop the particular you know
structure then finally, we pick up that structures for the prediction and you know

structuring.
(Refer Slide Time: 32:25)
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Geometric Margin

i E T
Distance from example to the separatoris =, **°

w
+ Examples closest to the hyperplane are support vectors.

+ Margin p of the separator is the width of separation between support vectors
of classes. Derivation of finding r:

Dotted line x'~x is perpendicular to decision
boundary, so parallel to w.

Unit vector is w/lwl, 5o line is rw/|wl.

X' =X = yrw/|wl.

x" satisfies wx'+b = 0,

So w(x =yrw/lwl) + b=0

Recall that |w| = sqrt(w'w).

Sow'x -yrlw|+b=0

So, solving for r gives:

1= ywx + b)/|wl
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So, these are all actually the you know graphical structures, or the mathematical
structure, through which you know support vector you know machines, can give you the
kind of you know, flow and the kind of you know, kind of you know algorithm, through
which actually you get a particular you know set up through which you can do the a

better classification, and the kind of you know better predictions.



(Refer Slide Time: 32:51)

Linear SVM Mathematically (The linearly separable case)

* Assume that all data is at least distance 1 from the hyperplane, then the
following two constraints follow for a training set {(x; ,y))}
wix+bz1 ify=1
wix +b<-1 ify=-1
* For support vectors, the inequality becomes an equality
+ Then, since each example’s distance from the hyperplane is

wix+h
.

w
+ The marginis: o= :
=
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So, we can what I have mentioned already. So, we have a kind of you know linear
structure and non-non-linear structure, through which support vector machine can
generate a kind of you know, classification through which you can do the best kind of
you know understanding the problems, and the kind of you know commodity of a kind of
you know decision through each problem, can be managed you know as per the
particular you know requirement. So, these are all actually linear structure and these are

the mathematics behind the support vector machines.
(Refer Slide Time: 33:18)

.|
Linear Support Vector Machine (SVM)

* Hyperplane
w'x+b=0

wix,+b=-10\

* Extra scale constraint: N

L]

0

ming . IWx+bl=1 ¢ o o'y

0% °
°,0 °

*  Thisimplies: '\
wl(x,~x,) =2 \ \
=[x, ||, =2/] |w
p=11x%1 1= 2/]|wl]; TR
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And accordingly.
(Refer Slide Time: 33:23)
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Linear SVMs Mathematically (cont.)

+ Then we can formulate the quadratic optimization problem:
Find w and b such that

p- 2 ismaximized; and forall {(x; , y;)}

=
wix +b2 1ify=1; wix,+b<-l ify=-1

+  Abetter formulation (min | |w]| = max 1/ | |w|] ):
Find w and b such that

O(w) =Y w'w is minimized;

and forall {(x; y))}: »,(W'x+h)21
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So, you know and these are all you know.
(Refer Slide Time: 33:24)

Solving the Optimization Problem

Find w and b such that
B(w) = wiw is minimized;
and for all {(x; J)}: )y (Wix + B2 1

+ This is now optimizing a quadratic function subject to linear constraints

* Quadratic optimization problems are a well-known class of mathematical
programming problem, and many (intricate) algorithms exist for solving
them (with many special ones built for SVMs)

Find ;...ay such that

Q(@) =Za, - hELuay "y, is maximized and
(1) Lay=0

(2) a2 0 for all a,

The solution involves constructing a
dual problem where a Lagrange
multiplier a;is associated with every
constraint in the primary problem:
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Mathematics behind.
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Optimization Problem Solution

* The solution has the form: L“ =Zayx; b=y wix, for any x, such that a0 |

* Each non-zero o indicates that corresponding x; is a support vector.

+ Then the classifying function will have the form:

+ Notice that it relies on an inner product between the test point x and the
support vectors x;

— We will return to this later.

+ Also keep in mind that solving the optimization problem involved
computing the inner products x'x; between all pairs of training points.
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The a support vector machine.
(Refer Slide Time: 33:28)

Soft Margin Classification

*  |f the training data is not linearly
separable, slack variables ¢ can be
added to allow misclassification of
difficult or noisy examples.

+  Allow some errors

— Let some points be
moved to where
they belong, at a
cost

*  Still, try to minimize training set
errors, and to place hyperplane
“far” from each class (large margin)
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So, I am not going in details about the mathematics, but the structure of this particular,
you know requirement is a say you know to find out to the kind of you know setups, and
the kind of you know structure through which you can classify the particular group into,
you know kind of a system through which you can, do these you know problems you
know predictions and the kind of you know management requirement. So, this is more

about the kind of you know.
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Soft Margin Classification Mathematically

+ The old formulation:

Find w and b such that
D(w) =V w'w is minimized and for all |(x; 1)}
vy )21 )

+ The new formulation incorporating slack variables:

Find w and b such that
(w) =t wiw+ (LS is minimized and for all {(; )]
wwhx+h)21-& and £20foralli

+ Parameter C can be viewed as a way to control overfitting
= Aregularization term
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Structures and these.
(Refer Slide Time: 33:57)

Soft Margin Classification - Solution

* The dual problem for soft margin classification:

Find ;... such that Q(u) =La, - !«’;):Za,a‘yll}ll'r:l 15 maximized and
(1) Zay=0
(2) 0£a,2C forall a

* Neither slack variables §; nor their Lagrange multipliers appear in dual problem!
* Again, x; with non-zero ; will be support vectors.

* Solution to the dual problem is: w is not needed explicitly
w T4y, for classification!

b= yy(1- &) - wTx, where k = argmax - )= ZayxTx+b
k' wr
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Are all mathematics.
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Classification with SVMs

+ Given a new point X, we can score its projection onto the hyperplane
normal:

- l.e.,, compute score: W' + b= Sayxx + b
+ Decide class based on whether < or >0

Score > £ yes

Score <-£ no

Else: don't know
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Behind classification of you know.
(Refer Slide Time: 34:00)

Linear SVMs: Summary

* The classifier is a separating hyperplane.

* The most “important” training points are the support vectors; they define
the hyperplane.

*+ Quadratic optimization algorithms can identify which training points x,are
support vectors with non-zero Lagrangian multipliers

+ Both in the dual formulation of the problem and in the solution, training
points appear only inside inner products:

Find a;..aysuch that

Qu) =2et - HLLaayyx"x; is maximized and
(1) Zay=0 fv)=ZayxTx+b

2) 0L Clorall g
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Support vector machine and this is what.



(Refer Slide Time: 34:02)
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Non-linear SVMs

+ Datasets that are linearly separable (with some noise) work out great:

+ Butwhat are we going to do if the dataset is just too hard?

[1] X

* How about ... mapping data to a higher-dimensional space:
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The linear and not these are all non-linear.
(Refer Slide Time: 34:05)

Non-linear SVMs: Feature Spaces

+ General idea: the original feature space can always be mapped to some
higher-dimensional feature space where the training set is separable:

) NPTEL ONLINE
IIT KHARAGPUR CERTIFICATION COURSES

L i

Structures which really do this similar kind of you know.
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The “Kernel Trick”

+ The linear classifier relies on an inner product between vectors
K(x;)=x",

+ |f every datapoint is mapped into high-dimensional space via some
transformation @: x=» ¢(x), the inner product becomes:

Kix %)= d0x) "d(x)
+  Akernel function is some function that corresponds to an inner product in
some expanded feature space.
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And the particular.
(Refer Slide Time: 34:10)
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The “Kernel Trick” (Contd.)

+ Example:
2-dimensional vectors x=[x; x]; let K{x,x)=(1+ xx)?
Need to show that K(x;x)= d(x) "(x)):
Klx,x)=(1 + xﬂxﬂ{: 1+ x“zxj-f + 20X XX xfzfxp? + X, 2XpXp=
= [1 x? V2 X X7 V2 VaxIT[L X2 V2 X, X7 V2 V2X))

= dlx)Td(x) where d(x)= [1 x;? V2x;x, X7 V2x; V2x)]
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You know are follow structure is in a kernel trick, through which you can actually
classify the particular you know you know structure into 2 different groups, or 3 different

groups, through which you can do the similar kind of you know predictions.
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Kernels
*  Why use kernels?

— Make non-separable problem separable.

— Map data into better representational space
*+ Common kernels

— Linear E

— Polynomial K(x,z) = (1+x"z)?

* Gives feature conjunctions
— Radial basis function (infinite dimensional space)
K (xi,%;) = e~ IXi—%11?/2

* Haven't been very useful in text classification
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(Refer Slide Time: 34:25)
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SVM Example

Source: Kaggle

Dataset: Titanic

survival: Survival 0 = No, 1 = Yes

pclass: Ticket class1 = 1st, 2 =2nd, 3 = 3rd

sex: Gender

Age: Age in years

Sibsp: # of siblings / spouses aboard the Titanic

Parch: # of parents / children aboard the Titanic

fare: Passenger fare

Port of Embarkation: C = Cherbourg, Q = Queenstown, S = Southampton
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So, in order to know, it is kind of you know prediction and the kind of you know
forecasting. So, like random forest. So, we pick up the similar kind of you know
problems, and then of course, we have discussed the kind of you know support vector
math, you know machines mathematically and that too in a linear structure and non-
linear structures, whatever you know mechanisms we like to follow there is no issue
about it, but ultimately you like to find out a kind of you know structures, which can you

know classify you know or which can you know predict the kind of you know structure



through, which you will get the best outcome or you know best output as per the problem

requirement.

So now, the same problems we can actually solve here, through kind of you know
support vector machines then again. So, we go to the a kind of you know data set, and if
she hears it is the same data set, which we have already solved through random forest
and again. So, in the case of you know support vector machines. So, just we have to
change the technique, because both are you know similar kind of you know classifiers
and through which you can classify, and then you know on the basis of you know like
you know decision tree, then you know you the predict the kind of you know situations

as per the particular you know requirement..

So now again we go to the machine learning techniques. So, like you know in the last
problems we have actually choose this particular random forest. So now, we have to
choose actually the kind of you know support vector machines against in the support
vector machines. So, our you know we will change the response variable here. So, we
put the response variable survived. So, then against, we have actually here qualitative
variables, and we have also set up you know you know independent variables, that is

actually a quant numeric so; that means, technically.

So, there are you know lots of independent variable through, which actually we have to
predict the particular you know environment so; that means, the p class will be. So, this
is actually no. So, here actually we put you know change the particular you know
structure, in the in the case of random forest we put p class, but in the case of you know
support vector machines, we take the kind of you know response variable survived and

then.

So, we will go for the a kind of you know indication about the indicator independent
variables and accordingly. So, the same independent variables first we put you know the
numeric ones, that is the you know kind of you know of quantitatives, then against we go
for the qualitative variables in the case of qualitative variables, in the case of real random
forest, so, we put actually the survived, since here survive is the response variable by
default pre class will be the one qualitative variables, and then against we have sex, and
against we have the last row m, but. So, then we put actually. So, then by default so, you

will get the output of you know random forest..



So, this is also similar kind of you know structures. So, as usual like you know random
forests. So, in the support vector machines, the first in a first output with respect to these
particular you know data, is the descriptive statistic you find actually compared to
random forest. So, these are these outputs are you know more or less same, because these
are all descriptive statistic, and this is the pool of you know you know quantitative
variables, that is in quantitative independent variable, and this is the pool of qualitative
independent variables, and then against we have here actually the main target response
variable is the survival and accordingly. So, we will have actually here classifiers, and
the bias. So, the bias is 0 here so; that means, the particular you know technique is very

useful for this problem for predicting the kind of you know situations.

So now you see here. So, the classifier is here actually survivor. So, it is actually two
kind of you know situation, if you need check the kind of you know data. So, it is

actually the response is 0 1 so; that means, survive not survive.

(Refer Slide Time: 38:41)
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So, accordingly. So, we have a two different classifications, and now so, this is the
dependent variable response variable you know kind of you know structure, and these
are all alpha is the kind of you know component that is through which you know support
vector machine, give the kind of inner structure to develop the classification, and these

are the you know independent variables and of course, you know the summary sheet will



be prepared accordingly. So, these this is how the classification is done through support

vector machines so; that means, actually we have actually plenty of results.

(Refer Slide Time: 39:11)

And again. So, there is a kind of you know confusion matrix. So, in the case of you know
random forest. So, the confusion matrix is with respect to 3 to 3 because you know there
and there are you know 3 categorical items, that is with respect to you know p class.
Now here it is with respect to only 2 because we are you know putting the cost structure
response or the kind of you know requirement is the survival not survivable so; that
means, 0 1 of summary. So, 0, 1, 0. So, by default we have 2 into 2 matrix and then
again. So, 0, 1, 0, 0 to 0. So, this is the correct kind of you know response, and 1 to 1 this
is the correct kind of a response, and compared to random forest with respect to response

variable p class.

So now in this case the kind of you know correct prediction is the 84 percent, and you
know in total it is coming around 78 percent so; that means, So, in the kind of you know
p class classification means in the response in the case of you know response p class,
then the classification structure gives you know better kind of finished, you know
prediction environment through which will you do the prediction, and the kind of
analyze the particular you know problem, but here with respect to change of the response

variables to survival. So, here the correct prediction is not actually.



So, good compared to the, you know response variables, the kind of you know p class,
but by the way. So, if you come if you compare the results. So, it gives you know better,
because this is you cannot you know actually you know just ignore, because it is the, it is
because of you know change of response variables. So, the if you actually use the same
response variable in the case of you know random forests, most probably the result will

be coming like this.

So; obviously, so, in this case. So, the performance matrix will be also like this, this is
the accuracy position 78 percent, and likewise the EPS course all these are you know
different, you know model indicators or you know accuracy indicators through, which

really do the kind of you know we can analyze the problem..

(Refer Slide Time: 41:24).

So now, here the kind of you know comparative analysis. So, the kind of you know
observation wise. So, the predictive structure and the true structure, then you can also
this is the actual kind of you know, and these are all actual kind of you know structure,
and these are all predicted structure. So now, you can check actually, this is predicted
then the actual so; that means, there is no error here, but here there is error. So, this is the
0 and 1 so; that means, these are all changing situations, like you know you have a here

you know confusion matrix.

So, either the situation will be correct or something some change is happening so; that

means, if 0 is the actual and the prediction is 0. So, this would be under this particular



you know entry if it is 0, but actual happening is if the predicted entry is happening 1.
So, in that case it is actually 96, similarly 1 is the actual fact and the predator structure 0
is coming 135, and then against 1, 1 so; that means, the actually is 1 and the predicted is

1.

So, that is the number is 290. So now, if we add all these figures. So, it is coming 1043
so; that means, the confusion matrix gives the correct structures through, which you can
understand the particular in our requirement, and understand the kind of you know
structure through actually do the kind of you know predictions as per the particular you
know business requirement, or the kind of you know problem requirement. So,
technically, we have already discussed 2 different you know machine learning techniques
here. So, these are all you know summary of these results, what we have already

discussed with you know support vector machine, this is what the original problem.

And this is what the summary sheets, and these are all again the kind of you know basics
about the qualitative descriptive statistic, and these are all intermediates output, and this
is what again training state, training structures, validation structures, and finally, the
outcome the measure outcome of this particular no support vector machine is the kind of
you know confusion matrix. So, that is what the actual validation is happening like the

case of you know you know random forest.

So; that means, technically what I like to say that you know in the machine learnings
whether it is artificial neural networks, or random forest, or support vector machines. So,
these are all you know you know very interesting techniques, through which you will do
the predictions, typically when we have actually big pool of you know data, or you know
big set of you know variables, and by the way we have no clear-cut idea about the

particular you know structure.

But the neural network and the random forest and the kind of you know support vector
machines, by default over the you know training and the kind of you know test you know
flexibility. So, we will get some kind of you know best structures, or you know beautiful
structure through which actually you can classify the data understand the data, in a kind
of you know much better framework, and then you can predict as per the particularly no

problem requirement and the kind of you know mismanagement requirements.



So, once you actually pick up a particular you know technique, best technique as per the
particular you know problems, compared to you know the data size, and the kind of you
know number of variables and; obviously, So, the decision making will be very effective

as per the particular you know problem requirement. So, with this we will stop here.

Thank you very much have a nice day.



