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Hello everybody this is Rudra Pradhan here welcome you all  to BMD lecture series.

Today we will  continue with the predictive analytics and that to the discussion is on

diagnostic of regression modelling. So, or the typical coverage is on three topics; that is

with respect to multicollinearity problem, autocorrelation problem and heteroscedasticity

problems.

(Refer Slide Time: 00:39)

In  fact,  we  have  solved  couple  of  problems  earlier  that  to  highlighting  the  case  of

Bivariate analysis and the case of multivariate analysis, and the objective behind this

particular  structure  is  to  predict  the  dependent  variable  with  respect  to  independent

variables.

Now, while doing all these things, there are certain issues we like to address before you

do the kind of prediction, and these issues are typically highlighted here. And in fact,

suppose as diagnostic is concerned we have many things we are supposed to check, and

here  we  specifically  focus  on  three  things;  that  is  the  multicollinearity  issue,

autocorrelation  issue  and  heteroscedasticity  issue,  while  multicollinearity  is  a



multivariate problem. In the case of autocorrelation and heteroscedasticity, it can be a

bivariate problem and it can be also multivariate problem.

So, in the case of multicollinearity, it is the game with respect to independent variables

and in the case of autocorrelation and heteroscedasticity, it is the game with respect to

error terms; however, all these three components are treated as virus in the regression

setup and that to in the predictive analytics. So, what is required actually? So, we have to

first address all these problems, you have to check thoroughly and make ensure that the

particular  model  is  free  from multicollinearity  autocorrelation  and  heteroscedasticity

before you go for the prediction.

So,  what  is  exactly  multicollinearity,  autocorrelation  and  heteroscedasticity,  how  to

detect and how to solve? So, these are the kind of discussions we can cover today. So, let

us start with a simple problem here and here the problem is with respect to dependent

variable and 5 independent variables.

(Refer Slide Time: 02:43)

 So, that means, technically the objective behind this problem is to predict Y with respect

to 5 independent variables.  Now when we will  go for model building or the kind of

model design, so, we have actually plenty of options.
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So, these options are; first case with respect to single predictor and with respect to two

predictor and with respect to three predictor. So, now technically so, this is with respect

to single predictor and this is with respect to two predictors. This is three predictors, 4

predictors and 5 predictors. When there is a question of multicollinearity, then in the case

of single predictor this will not be the game, but it is the case for the two predictor case,

three predator case and 4 predictors case and also 5 predictors case.



So, all  together we have now plenty of models.  So, the idea is which model will  be

considered as the best so as far as the prediction is concerned. So, now, typically our

objective is here to predict the Y With respect to 5 independent variables. But technically

after the diagnostic process, there may be a chance that Y can be predicted with only 1

variable or 2 variables or 3 variables or it can be 4 or it can be with 5 we have no idea,

but over the time we can actually explore these issue.

Then finally, we have to fix which one is the best for our prediction. So; that means,

technically  we  have  here  plenty  of  options,  and  all  these  options  cannot  be

simultaneously considered. So, only one option can be simultaneously considered, and

how to find out the particular model is useful for these predictions we can go ahead with

the kind of our discussions. So, what we are supposed to do here, that we have to find out

which particular model is the best for this prediction. So, we have to go for the kind of

search process, and one of these search process or mechanism we like to follow is the

multicollinearity issue.

So, now the question is, what is exactly multicollinearity? as I have already pointed out

multicollinearity  is  a  game  of  multivariate  analysis,  and  in  the  simple  language,  so

multicollinearity  represents  the  existence  of  linear  relationship  among  the  regressor.

technically simply can calculate through correlation structure. So; that means, technically

correlation among the regressor should not be equal to 0. if it is exactly equal to 0, then

there is no multicollinearity. So; that means, if there is actually, they are not equal to 0.

So, then there is your multicollinearity.

So,  technically,  so,  we  have  a  two  options  in  the  first  case  correlation  among  the

regressors equal to 0. So, where the declaration is no multicollinearity, and correlation

among the regressors not equal to 0, then there is a multicollinearity. Now in this case,

so;  that  means,  if  the  first  case  occurs.  So;  that  means,  the  model  is  free  from

multicollinearity then model is good for the prediction, but in the case of the second case,

where correlation coefficient between X and X I and Xj not equal to 0. So, it may have

two different options. In one options it may be equal to, correlation coefficient equal to 1,

and in another case correlation coefficient may be less than 1.

So; that means. So, there is a third option which is equal to 0, here we have already

declared that there is no multicollinearity. So, now, when there is r equal to 1; that means,



correlation among the regressor equal to 1, then it is called as, its a question of perfect

multicollinearity. And in this case model cannot be used for any kind of prediction, but in

the case of less than 1. So, it depends upon what is the degree of correlation; that is

called as imperfect multicollinearity, but if the correlation coefficient close to 1 means.

So, the degree of problem will be very high, when it will be close to 0 the degree of

problem will be very low.

But whatever may be the case. So, we like to find out what is the exact nature or the

degree of multicollinearity, then we will try to solve these problems as per the a model

requirement. So, let us see, how is this particular structure. So, in the first instance the

look will be like this. So, this is the case where r equal to 0, and here r will be in not

exactly equal to 1, but it will be approximately close to ones.

(Refer Slide Time: 07:47)

So,  it  is  the  movement  of  no multicollinearity  to  low multicollinearity, then  slightly

increasing towards high multicollinearity. So;  that  means,  it  gives the signal that  the

problem is going to dangerous. So, we try to minimize the particular process; that means,

technically our search process will be from this angle to this angle. So, this is how we are

looking for the kind of search process. So, how you have to do that so we can actually

get to know in this particular process. 



(Refer Slide Time: 08:43).

So, let us see the kind of game here, and there are many different ways actually you can

check  the  multicollinearity.  So,  the  first  approach  is  simply  called  as  correlation

approach.  So,  you  can  prepare  the  correlation  matrix,  and  try  to  see  whether  the

correlation coefficients are very high, and if they are high and statistically significant, so

how you have to sort out the particular problem. Besides there are many other issues or

the  tricks  through  which  you  can  actually  detect  the  multicollinearity.  Like  the

conditioning  index  the  BIF  factors  and  through  partial  correlation  coefficient  and

multiple correlation coefficient and through auxiliary regressions.

So, many ways we can actually check the multicollinearity, but by the way, if there is a

multicollinearity,  so  you  follow  any  methods,  it  will  be  showing  the  kind  of

multicollinearity  problem. So, now, we try to  find out  what  should be the particular

structure or the degree, and then we like to sort out the solution and so far as the solution

is concerned. So, these are the following mechanisms usually you follow. In fact, there

are standard solutions are there, alternatives structure are there to increase the sample

size, to drop the collinear variables, use different mechanisms. But here it is the standard

structures  without  the  changing  sample  size,  without  dropping  any  variables  or

something like that. So, we have to see the formal structure through which you have to

find out a particular model which is free from multicollinearity. 



(Refer Slide Time: 10:15)

So, in order to justify this, so we start with a simple problem and then we check how is;

the multicollinearity and how to sort out this particular problem. So, in this context, so

the problem is a with respect to you here 5 variables, expenditure on clothing; that is the

dependent variables and followed by independent variables are disposable income, liquid

assets, price index for clothing and producer price index. 

(Refer Slide Time: 10:48)

So, now, what we supposed to do? So, let us go to these spreadsheet and this is what the

data all about, and what will you do here. So, we have actually following data set, and



we like to check whether there is a kind of multicollinearity or not. So, the first hand

check is to find out the correlation matrix  among the regressors. So; that means,  the

regressors are here. 

These are the regressors and through which you have to check the kind of position. So,

what will you do. So, go to the data analysis package, and then you find out correlation

made structures, give the indication about the correlation, and then we will highlight the

variable indications, all these independent variables; that is the 4 independent variables,

and it will give you the kind of output matrix.

(Refer Slide Time: 11:33)

So, this is actually correlation matrix. Here is the correlation matrix gives X 1 to X 2 X 1

to X 3 X 1 to X 4 and X 2 X 3 X 2 X 4. Similarly X 3 and X 4, but in all the cases we

find there is a high correlation. so; that means, it is clear cut signal that there is a problem

of multicollinearity. So, in the first instance before you start the kind of prediction. So,

this gives some kind of negative signal. And again so what will it do that will be checked

through regression analysis. 

So, again you go to this kind of the data analysis package, because our basic objective of

this  problem  is  to  predict  the  expenditure  on  clothing,  subject  to  disposable

income,liquidity assets, price index of clothing and general price index. So, then what

will you do? We have to choose a regression package, and then we have to start working

on  this.  So,  the  dependent  variable  is  by  default  expenditure  on  clothing,  and  the



independent variables will start from disposable income to general price index. So, then

we will find this is actually the complete regression output.

(Refer Slide Time: 12:46)

Here what is happening actually. So, these are all 4 variables and these are all T statistics.

So, now, you will find some variables are statistically significant and some variables are

not statistically significant.  For instance,  so this is actually X 2. So, it is statistically

significant at 1 percent followed by X 3 and X 4, and X 3 is having low impact compared

to X 4. So; that means, technically one variable is not statistically significant and in the

contrary R square is very high, but what is required here. So, if there is a high R square

close to ones, and most of the variables should be statistically significant, but here it is

not the case. So; that means, it is the clear cut signal of multicollinearity so that means,

the full model may not be actually work here.

So, out of 4 variables, at least 4 variables, it means few less than 4 variables can be the

right solution to go for this prediction. So, which three or which two variables are right

choice that we have to go for this particular process. So, there are three mechanisms. So,

if  you go to  any software,  there  is  a  stepwise option.  So,  if  you give  the  option to

stepwise. 

So, by default it will give you the exact variables combinations through which you can

do the  prediction  and  that  to  it  is  pre  multicollinearity.  Otherwise  you can  go by a

forward search process and backward search process. in the forward search process the



most important variable should enter first. So; that means, technically, so we can start

with like this, we can start with a first Y with the second variables; that is here or the first

independent variables, and then followed by last variables and then a second last and

then finally, this one. 

So; that means, technically if you will go to this particular matrix here. So, what will he

do the process. So, here, so the first model will be Y with respect to the first disposable

income. So, this is a disposable income. So, then you have to check actually, let us say

this is beta 1 coefficients and followed by R squares and F statistics and again in the

second models. So, what will it do Y equal to function of disposable income with the

liquid assets, then here the coefficient will be beta 1 and beta 2 then R squares and F like

this.

So, now one after another variables you have to enter to the systems, and every time you

have to check actually whether the variables are significant and the model fitness are as

per the requirement. So, now, this is the first model, now you have to go for the second

model, if the second model improves the first one then you can reject the first one and

opt the second one. So, now, second one is the good fit for the prediction, again see you

allow another variable and you check whether the variables are statistically significant R

square is improving, F is improving, then you continuously go ahead with this kind of

structure. Then you have to stop at a particular point of time where the new entry of any

particular variables will not improve the significance level and will not improve the R

square and adjusted R square.

So, this is the search process through which you have to check the multicollinearity and

to find out the solution for the prediction requirement. Now the second structure of this

particular  problem  is  with  respect  to,  second  structure  is  which  with  respect  to

autocorrelation  problem and  for  that  ok.  So,  the  second  problem is  with  respect  to

autocorrelation and this is actually with respect to error term.
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So, like the previous one. So, here we like to try covariance between two error terms. If

the covariance between two error term is coming 0, so then the declaration is, there is no

auto correlations however, if the covariance between two error term is not coming equal

to  0.  So,  then  it  is  actually  auto  correlation;  that  means,  technically  like  the

multicollinearity case. So, here we are correlating X 1 upon X 2 or X 1 upon X 3. So,

here U 1 upon U 2 or E 1 upon U 2 like this. 

So; that means, in this case we have no correlation, means autocorrelation, but in this

case there is a autocorrelations. So, like multicollinearity it is also kind of virus that need

to  be  actually  detected  and  then  finally,  we  look  for  the  solution.  So,  what  is  the

procedure here? first estimate the model, get the error term and then you connect with

the  one  particular  error  term with  another  error  term,  and check whether  there  is  a

correlation among this error clusters. If there is a correlation, what is the degree of this

correlation? If it is high then it is again problem, and that particular model cannot be

used for prediction.
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So,  like  multicollinearity  we  have  to  find  out  the  particular  the  degree  of  the

autocorrelation and the kind of solutions. Let us see how we have to work out on this.

And in  this  context,  so  the  procedure  actually,  you can  understand  this  is  a  simple

multivariate model and in order to understand autocorrelation. So, you have to create a

autocorrelation first order autocorrelation structures. 

So, U t upon rho U t minus 1, and technically rho is called as autocorrelation coefficient.

So; that means, the technical term is here, error term depends upon the past error term,

does  the  lag  of  1  year,  and  we  are  assuming  that  today’s  error  term  depend  upon

yesterdays error terms. It may not there, but we have to check and find out whether there

is a possibility or not. If it is possibility what is the kind of degree.
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So, likewise. So, the kind of structure will be rho is the autocorrelation coefficient, like

correlation coefficient. So, the value will be either 0 or plus minus 1. So, if it is 0 then

there is no autocorrelation. So, this is the case, and if there is a auto correlations then p

equal to either positive value or rho equal to maybe negative value. It may plus 1 it may

be minus 1. If it  is a plus 1 then positive autocorrelation,  if it  is a minus 1 it is the

negative autocorrelation. So, now, what will you do here? So, we like to check; what is

the actual structure through, which you have to check the particular item.

(Refer Slide Time: 19:59)

So, these are all second order, third order and a p th order of autocorrelation issues. So;

that means, the error term of a particular year depends upon error term of previous years.



Previous years means 1 lag 2 lag 3 lag and so on. So, it is a kind of chain, its technically

called as a auto regressive scheme. And we like to check, we like to see whether the

particular  error  term is  connected  with the previous  error  terms.  If  there is  a  strong

correlation, then that is actually very danger for the kind of prediction. So, we like to find

out what is the degree of such relationship.

(Refer Slide Time: 20:41)

So, technically there are many mechanisms through which you can check the process.

So, either graphically you can plot the error term and get to know the kind of nature or

else  there  are  formal  tests  are  there,  through  which  you  can  check.  So,  one  of  the

fantastic test is called as Durbin Watson and D statistics and B G test Durbin’s h statistics

and Engle’s ARCH test, but most of the softwares gives the value of Durbin Watson D

statistics, and through the value of Durbin Watson D statistic you can get to know what is

the  position  of  this  autocorrelation;  that  means,  technically  what  is  the exact  degree

through which we go for the kind of prediction.

 (Refer Slide Time: 21:34)



So, what will it do here? So, I will just highlight the Durbin Watson statistics and then let

how is the particular structure Durbin Watson D statistics, the structure will be generally

like  this.  So,  it  will  depends upon the covariance  between two error  terms.  So;  that

means, technically this one. 

(Refer Slide Time: 21:49)

So, this is the rho coefficient that is autocorrelation. So; that means, technically Durbin

Watson D statistic will be covariance between U t U t minus 1 by variance of u t. So, that

is how we have actually reported here. So, this is how the Durbin Watson d statistic

value. So, this gives the kind of procedure through which you have to calculate and then

we have to check the degree of existence. 



Generally in the Durbin Watson D statistic, d equal to 2 into 1 minus rho and rho is the

autocorrelation coefficient. So, that is actually covariance of u t of 1 U t minus 1 divided

by variance of variance of u t, and when rho equal to 0, then d equal to 2; that is where

rho equal to 0, when d equal to 4, then in that case rho equal to minus 1, and when d

equal to, its equal to 0 where rho equal to exactly. So, these are the four extremes.

And  in  the  case  of  d  equal  to  2  where  rho  equal  to  0;  that  is  actually  free  from

autocorrelation. Otherwise if the range will be vary from 0 to 4, but actually what is the

optimum range through which you can do the prediction. So, usually we can see if the

Durbin Watson d statistic will be ranging between 1.5 to 2.5, then this is your tolerance

through which you can actually go ahead with the prediction; otherwise perfect structure

is if where d equal to 2, but it is very rare to get this particular situation, but we try to

find out what is the best possible way through which you have to manage the, a kind of

predictions right.

So, what I will do. So, I will take you to this, I take you to a particular problem, and then

take you how it can be actually connected with the autocorrelation.

(Refer Slide Time: 23:40)
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Let us have an examples, I have taken two variables here; imports data and GNP data

and  then  you  go  to  this  spreadsheet  and  this  is  actually  the  kind  of  input  the  data

structure. So, here, so inputs data and GNP is there. So, we are trying to estimate the

inputs. So, what will you do technically? So, you go to the data analysis. First you go to

the regressions, then highlight the input structure here. So, ranging to from this data to

this data, then again you give the independent variable declarations; that is the GNP from

this particular data point to this data points. So, you will get firsthand regression output

that is actually from this all right.
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Now, this is what the regression output. So, so intercept is this much what about minus 2

4 6 1.4, and the beta coefficient is 0.28. By using this particular regression output, so

what will it do? So, we first actually get the import estimated equation, just put alpha

value and alpha value and beta value and then you scroll this structure. So, you will get

the entire spreadsheet. So, that is actually estimated imports and this is the actual import,

and the difference between actually important expected imports will give you the error

component.

And now after getting the errors, so you will find out the e e t minus et minus 1; that is

the difference between two different situations error coverage that is actually like U t and

U t minus 1. So, here this is et and then the previous data points will be e t minus 1. So,

the difference will  be represent by et  minus et  minus 1. So, these are the difference

between  et  minus  et  minus  1,  and  we need  actually  square  of  this  variance  of  this

particular structure. So, squaring this side, so we will have a the entire series like this.

And then finally, we will get the some of this particular error variance. And then finally,

we will get error sum squares that is square root of squaring the error sum squares. So,

we will get the particular items. 

So, now, so, as per the Durbin Watson d statistics. So, the covariance of et et minus 1 by

variance of et will give you this particular results. So, as a result, so this value by this



value will give you the Error component, means the plenty particular Durbin Watson d

component.

(Refer Slide Time: 26:43)

So, as a result so, this particular value will give you the degree of multicollinearity, but in

this context. So, the multicollinearity value is coming 0.95, which is actually not good

for the model predictions. So, what will we do again. So, to solve these problems you

have to increase the data points or you have to go for data transformations or you can add

some variables or you can actually change the functional form. 

So, somehow the Durbin Watson d statistics would improve. So, it should be coming in

between the range of 1.2 or 2.5 so, that we can go ahead with these predictions. So, now;

that means, technically we get to know, how Durbin Watson statistic can be calculated,

and what should be the exact range through which actually prediction feasible or not.

So, taking typically if the curve or Durbin Watson statistic range is coming 1.2 2.5. So,

then we will go ahead with the predictions, if it is not coming within that range. So,

whether it is a lower range or upper range, then we need to do the kind of restructuring

about  the  entire  modelling  process,  either  change  the  functional  form,  increase  the

sample size, go for the data transformations. In some extent then again re estimate the

model,  and find out the error term, again calculate the Durbin Watson d statistic and

finally, check the value. Obviously, after doing all these process the value of the Durbin

Watson statistic will improve and some of the software will directly give the kind of



value. So, what will you do? You have to just operate the process, then every time you re

rerun the model  and then you will  recheck the Durbin Watson statistic.  So,  you will

continue  to  this  particular  process,  till  you  get  the  model  which  is  free  from  auto

correlations. 

(Refer Slide Time: 28:42)

So,  this  is  actually  another  virus  through which  you can  move the  particular  model

diagnostics,  and  this  third  one  is  the  heteroscedasticity.  Heteroscedasticity  is  a  case

where  error  variance  is  not  actually  homogeneous,  but  we have  already  a  earlier  in

discussion that error variance should be same throughout the kind of models, but if that

is in not the case, then this will give you the case called as heteroscedasticity; that means,

technically variance of error term is not equal to constant that sigma square, then it is a

question of heteroscedasticity. So, that is the case here heteroscedasticity. So; that means,

if it is same then it is a homoscedasticity, if it is not same then it will be create a structure

called as heteroscedasticity

So, now again like multicollinearity and auto correlations here we have to check actually

the  structure  of  heteroscedasticity;  and  then  we  try  to  solve  the  problem  of

heteroscedasticity  before you go for the predictions.  So,  what  we will  technically  do

here. So, again you have to go to check process and then find out whether there is a kind

of a heteroscedasticity or not.



(Refer Slide Time: 29:48)

So,  generally  we  have  a  here  two  options;  one  option  is  a  homoscedasticity  and

heteroscedasticity.  So,  the  graphically  a  homoscedasticity  means  you  see  the  gore

structure, it is actually, coming actually similar kind of length and homogeneous variance

altogether,  but  in  other  contrary, in  the  other  case,  here  the  degree  of  movement  is

changing. So, this is what signal of heteroscedasticity.

(Refer Slide Time: 30:10).



(Refer Slide Time: 30:22)

This is a graphical inspection, but we have actually different mechanisms through which

you can check the heteroscedasticity. So, means, like autocorrelation case. Here also we

can graphically check, that is what we have already seen, and then the graphical check

means, you just have the error term which is the difference between actual value and the

estimated value, and then plot these error terms. If it will so a kind of trend, then this

gives the signal that there is a heteroscedasticity problem. 

In  the  mean  times  there  are  lots  of  formal  tests  through  which  you  can  check  the

heteroscedasticity. Like BPG test, Park test, Goldfeld test, White test, Harvey test. So,

many tests are there through which you can actually check the heteroscedasticity, and

find out whether there is a problem or not. If there is a problem you try to solve this

problem before you do the prediction; otherwise your prediction will not be perfect as

per the management requirement.

 (Refer Slide Time: 31:24)



So, technically what I will do. I will take a problem again, then I will highlight how we

can actually check and go for the kind of heteroscedasticity issue. So, what will you do?

We can take another problem. 

(Refer Slide Time: 31:37)

So, this is actually problem with respect to saving and the income and again. So, the first

check of the process is go to the data analysis and then choose the regression package.

So, here is in this particular problem. So, we are allowing saving is a dependent variable,

and it is typically depends upon income, and then accordingly here we will specify again

income was the independent variables, and then what will it do. So, we will just allow

them to run the model and after getting the estimated models we refine. 



So, the saving and income are positively related to each other, and the alpha intercept is

coming 1109 and beta intercept is coming 0.004. So, this gives the estimated structure.

So, what will do? So, you go to the actually here. So, find out to saving estimates saving

estimates that is equal to. Here the model outcome is 11 11 10 and 004. So, what will do.

We will put here in 11 11 10 plus plus 0.004 into income. So, then you enter and then

you scroll again. So, this will generate the saving estimates. So, this is you can get the

saving estimates. 

Then  finally,  what  will  you  do,  find  out  the  error  term.  So,  this  is  actually  error

observations. So, errors error observation will be the actual savings minus the estimated

savings, and you will find the difference, and this is what the error observations. And

now  you  can  plot  these  error  observations  and  check  whether  there  is  a  kind  of

significant pattern or not, but actually in the heteroscedasticity process we like to find out

the  error  variance.  So,  what  will  you do.  You square  the  error  terms,  and then  you

connect this  error terms with the any of independent variables.  Here the independent

variable is the income. So; that means, out of several methods which we have already

highlighted here, one particular method can be applied to check the heteroscedasticity.

So; that means, technically. So, what will you do, after getting the error terms you find

out the error variance, and then you check whether there is a heteroscedasticity or not.

The simple structure of testing is after getting the error components. So, you can simply

regress square of the error terms with any of X independent variables. here in the case of

it is with respect to income. So, what will you do here again? So, you find out the square

of the error term, then this is nothing, but actually this into this. So, you define the square

of the error terms, and again what will it do. So, it can generate the particular series.

Now, what will it do again? So, you go to the data analysis package, and again choose

the regression, and here the choice of the dependent variable is a square of the error

terms, and that with respect to any one independent variable or a series of independent

variables. So, you can connect with it this one, and this ones and then you put and you

will find again a a regression output, and check whether its statistically significant or not.

In fact, in this case your variable is not actually coming statistically significant.



(Refer Slide Time: 35:34).

So; that means, it indicates that heteroscedasticity is not so serious problem, but still the

model is not actually good fit, if you go to this particular original output, that is this, the

original output this one and here R square is coming 32 percent. And so; that means,

technically  it  may  not  have  actually  heteroscedasticity  problem  it  may  have  a

autocorrelation problem. So, technically what will it do? So, this is what actually check

process. 

So, every time you have to find out and check the particular process, and see whether

there  is  a  heteroscedasticity  or  not,  but  in  this  case  it  is  not  actually  showing

heteroscedasticity, but this is what the check process through which you have to check

and  finally,  conclude  whether  there  is  a  heteroscedasticity  or  not.  So;  that  means,

technically. So,  the diagnostics issues are like this.  So,  a test  stage we like to check

multicollinearity problems, if there is more number of independent variables, and then

you  have  to  go  through  autocorrelation  check,  and  then  we  have  to  go  through

heteroscedasticity check.

So; that means, technically these are all virus in the system, and until unless you check

all these details and you cannot use this particular model for the kind of predictions and

the kind of management  requirement.  So, every times you have to see the degree of

multicollinearity  in  estimated  model  degree  of  auto  correlations  and  the  kind  of

heteroscedasticity. 



So, finally, you have to use the model for the prediction, which is somehow free from

multicollinearity  issue.  Even  if  it  is  not  coming  to  0,  but  to  somehow it  may  have

actually  very  low  presence  of  low  multicollinearity,  and  it  may  have  the  range  of

autocorrelation between 1.5 to 2.5, and it should also should not have actually so much

heteroscedasticity issue. So; that means, error variance should be actually coming to the

kind of homogeneous structure.

So, in the first instance when you will do this kind of modeling, you may not get the

result as per the particular requirement, but over the time what we will do. So, you have

to do the kind of continuous search process by changing the kind of modelling structures,

by including one after another variables or dropping one after another variable, increase

the sample size decrease the sample size, change the functional form, go for the data

transformation structures, means there are various alternatives are there or options are

there. So, what is actually the best requirement is, every times you have to get the first

end output and that is the best model, and then you have to continuously check one after

another items.

And then you have to declare that the model is free from all these obstacles, starting with

multicollinearity, autocorrelation and heteroscedasticity. Once the model is actually free

from all these errors, then you will finally, use this model for prediction, and the kind of

management decision. Otherwise this particular model cannot give the better prediction

and better management, managerial decision. So, the right choice is to go the kind of

standard procedure, and then you find out the best models which is actually need for the

a particular business predictions and the kind of management requirement. So, with this

we will stop here.

Thank you very much have a nice day.


