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Hello everybody, this is Rudra Pradhan here; welcome you all to BMD lecture series and

that too today's discussion is on Predictive Analytics; that is part 1. And in the last couple

of lectures, we have discussed about the regression modeling; that too the simple one and

the multiple one. 

So;  that  means,  typically  right  now  we  get  to  know  how  you  will  do  the  kind  of

predictions by using the regression technique? So, in the regression kind of structure; so

you must have actually the one dependent variables and at least one independent variable

and if that is the case that is called as simple regression modeling.

And  in  the  kind  of  complex  environment,  so  you  may  have  the  situation  like  one

dependent  variable  with multiple  independent  variables.  And again more  complexity,

more dependent variable with more independent variables; usually that is the particular

structure called as a multivariate regression modelling.

And for example, like structural equation modeling, simultaneous equation system; so,

these  are  the  examples  of  multivariate  case.  But  this  is  again  the  complex  kind  of

modelling for prediction, but right now we are dealing with the problems in the context

of multiple regression modeling; and where we have one dependent variable with the

many independent variables.

In the previous class, we have already discussed about the particular case with respect to

two  independent  variables  and  one  dependent  variables  and  we  have  already  gone

through the  kind  of  process.  So,  whether  it  is  you one  independent  variable  or  two

independent variable or three independent variable; so typically, so you have to connect

the kind of structures and then you will get the regression output. And on the basis of

regression  output,  you  will  do  the  predictions  and then  you  can  go for  the  kind  of

management requirement or management decision.



But so, connecting these variables that too dependent with you all independent variables

is very easy and having the data and having the software and you can quickly get the

kind of regression outputs. But in many instances; so when we will get the regression

output;  so, these outputs may not be actually  reliable.  So, it  may have some kind of

problem which in fact, already highlighted these specific issues like; if the variables are

not statistically significant or your R square is not very supportive, then in this kind of

situation  your  regression  output  or  the kind of  model;  which you have  built  for  the

prediction and the kind of management decisions may not actually work.

So, then what will you do? So, you have to re estimate and restructure the process till

you get the particular model, where you can do the better predictions and then it can go

for  better  management  decision.  So,  technically  it  is  a  kind  of  continuous  process;

continuous search process, till you get the best model as per the business requirement

that too predict the dependent variable and then go for the kind of management decision.

So, now in this lectures; I will highlight some of the problems and then I will connect

with one particular problem that is what it is called as the structure of the non-linear

regression modeling. Till now, whatever we have discussed that is with respect to simple

one and the multiple  one.  So, we have not discussed about the non-linearity  kind of

regression modelling.

But here, we will be discussing the concept called as non-linear regression modeling. So;

that means, in the last couple of lectures we have discussed this model that for the kind

of  predictive  analytics,  various  models  dealing  with  linear  relationship  among  the

dependent variable and independent variable. But in a real life scenario, you will find

plenty of problems are there; they are actually connected or associated in a kind of non-

linear format so; that means, they are not actually linearly related.

So, if they are linearly related then it is very easy to deal with the problem and do the

kind of predictions. But if that is not the case then it will give you some kind of problems

and this problem itself will get a kind of situation, where the R square value may not be

supportive or if R square supportive; then the significance of the parameters may not be

supportive. 

So,  what  is  actually  required  here;  so,  you have  to  go  for  the  kind  of  visualization

process  with  respect  to  the  data  and  the  kind  of  problem.  And  check  the  right



functionality or functional form and once mark the actual functional form, then you can

develop the model accordingly. And once your function of the problem or the building of

the  model  is  perfect,  then  the  estimation  process  will  not  be  having  some  kind  of

problem.

So;  that  means  the  fast  problems  may  be  with  respect  to  the  kind  of  functionality

between dependent variable and independent variables. So, you have to fix the models as

per they are actually the kind of the actual linkage; whether the linear linkage or the non-

linear linkage. So, if it is following non-linear in case; then you have to follow that one

only;  then  that  will  give  you the  better  predicted  models  and  then  the  management

decision will be very effective.

So, with this basic introduction about this particular process; so, we will go for the kind

of discussion.

(Refer Slide Time: 06:15)

So, generalized regression modelling is like this and then what will you do here in this

particular; this is actually the multiple regression modeling, and in this case the typical

structure  is  that  there  is  a  linear  relationship  among  the  dependent  variable  and

independent variable.

So;  that  means,  your  regression  modeling;  there  are  many  different  ways  you  can

actually  classify  the  regression  modeling.  Because  this  is  a  very  interesting  or  very



reliable tool and it will not actually directly help to predict the kind of business problems

and  then  to  go  for  management  decision;  it  will  also  give  some  kind  of  solutions

indirectly by helping other models as well. 

So, that is how this particular technique is very useful technique so, far as predictive

analytics typical is concerned. And it is also give you the kind of root for prescriptive

analytics.  However  the  requirement  of  predictive  analytics,  it  depends  upon  the

descriptive analytics and the inferential analytics. 

So,  once  they  are  well  connected;  then  you will  get  the  kind  of  predictive  analytic

structures and that will give you the route to the kind of prescriptive analytics. So, once

you know all these details then automatically you can get to know the kind of linkage

and that time you can understand that what is the beauty of this particular predictive

analytics; through which you can predict the business requirement and go for the kind of

management decision.

So, by default regression modelling is two types; so the linear regression modelling and

non-linear regression modelling. So, in the linear regression modeling; so, there is a kind

of the expression is called as linear combination of all these variables. And in the non-

linear regression modeling, it may be any form; it may be it means depends upon the

kind of functional form.

So, it may be in inverse function; it may be quadratic function, so it depends actually. So,

what will you do? So, you will go for the data visualization and then pick up the right

functional for; so, once you pick up the right functional form; then the model will be

estimated on the basis of that functional form only. 

So, then it will give you the perfect fit models through which; there is a high chance that

you will get all these parameters; statistically significant and then the goodness fit of the

model only be also very perfect or very accurate; so that you can do the better prediction

and to come to a better management decision. So, likewise so, we are targeting here the

non-linear regression modeling, so we get to know what is actually the concept of non-

linear regression modelling and in fact, there are so, many other issues are there, but this

is a typical structure through which you have to be very careful. Because most of the

business problems may; have some kind of connection about the non-linear relationship



between dependent variable and independent variable. So, having this background; so,

let us say go through the kind of structure.

(Refer Slide Time: 09:26)

So, here; so far as a non-linear regression modelling is concerned; so, I am just giving

you some kind of snapshots here. So this is actually simple regression modeling and this

is  with respect to dependent variable  and two independent  variable  and that too first

order, which you can represent first order. And that too it is a called as linear regression

modeling, so it is actually having linear relationship between Y and X 1 and X 2.

If that is not the case so; that means, in our basket; we have actually Y and then it will be

connected with the X 1 and X 2. So; that means, typically you may have a two different

models or three different models. So, first models can be Y equal to function of X 1’s and

Y can be equal to function of X 2 and then Y can be function of X 1 and X 2; so, if it is F

equal to function of X 1. 

So, that can be actually can be cleared further kind of multiple framework by doing the

kind of study the interactive effect, kind of integration with the functional for so; that

means, with the particular problems. So, you can create the particular structure through

which you can do the right modeling; then go for the right prediction.

So;  that  means,  in  a  real  life  scenario;  so,  you  will  have  actually  such  kind  of

environment;  so  here  this  is  actually  the  simple  one.  So,  this  is  called  as  a  linear



regression modelling and then with respect to X 1. So, what we will have actually; it is

called as quadratic equations so; that means, we have actually Y; X 1 and X 1 square.

(Refer Slide Time: 11:20)

So; that means, typically we start with the game Y and X 1; then we connect with the X 1

square. So, as a result; so, initially it will be Y equal to function of X 1 then finally, the

model will be Y equal to beta 0 plus beta 1 plus beta 1; X 1 plus beta 2; X 1 square plus

error terms.

So, this is how the kind of simple model can be represented and with respect to two

independent and two independent variable; the non-linearity representation can be like

this also. So, this X 1 and X 2 is called as interactive effect; sometimes the interactive

effect can also studied to predict the Y. For instance, while predicting sales with respect

to price and price or advertising.

So, the link between price and advertising should be connected with the particular sales.

So; that means, how much advertising expenditure and how much particular price will be

actually required. So, that if the right combination is not there; then the sales prediction

subject to price and advertising may be getting affected.

So, as a result; so, this may be an issue, so what will you do? So you have to find out the

kind of linkage and then go for the kind of estimations through which you can do the

predictions.  And  again  with  respect  to  three  variables,  so  this  is  X 1  variable,  X 2



variables and then you will have a X 3 variables and against you will find a couple of

interactive terms like X 1, X 2; X 1, X 3 and X 2, X 3 like this

So, again having actually X 1 and X 2; so, here the model can be X 1 square; that is

called as dot product and this is again dot product with respect to X 2 and this is what

actually called as a cross product. So; that means, actually; so, we have X 1 and X 2; so,

X 1 with degree 1, X 1 with degree 2; then X 2 with degree 1 X 2 with degree 2 and then

the interactive effect. So, X 1 into X 2; so all the kind of possibilities we are trying and

then you are checking whether  they can contribute  something towards this  particular

prediction.

So; that means, these are all actually various different modes through which actually you

have to actually go for the search to find out the best fit model through which you do the

predictions  and  do  the  kind  of  for  castings  and  then  come  with  right  management

decisions. So, these are the various forms of non-linear regression model and in fact,

there are many other non-linear regression models are there. 

So,  like you know dummy modelling case,  you like probably it  legit  which we will

discuss in the later stage. But this is one point particular structure through which non-

linearity can be connected and then the prediction can be done that too help the kind of

business process by giving the right management decision.

With this basic structures; so, we will move.



(Refer Slide Time: 14:56)

So, how is this particular problem; so, let us say this is example and here this we have

again sales data and that too, we are connecting; we are going to predict the sales subject

to number of market representatives. 

So, the hypotheses or theoretical knowledge argument is that; higher the kind of means;

more  and  more  is  democratic  representatives,  then  more  will  be  the  kind  of  sales.

Because they will go for kind of more and more promotions; so, as a result; so, there is a

high chance that sales of this particular organization can increase.

So, now knowing all  these things; so, you have to check actually how these kind of

connection.  So,  now  whether  these  sales  can  be  connected  with  the  marketing

representatives; in a kind of linear format or non-linear format. So, first what will you

do?  So,  you  go  for  data  visualization.  So,  this  is  how  the  number  of  market

representatives and then sales.

So, now you refine; so this will be showing if you plot or all these points and join all

these points. So, it gives you a kind of linear structure; it creates a kind of non-linearity.

So, as a result you have to find out the right choice and the right equation through which

you can actually  do the kind of  predictions.  For  instance,  actually  sometimes as  the

software by default will show you the accurate functional; through which you will do the

prediction.



The classic example is the origin software and where if you plot peak; means if you go

for  graphical  visualization  then  it  will  be  by  default  will  show you the  kind  of  the

functional form. It will give you different kind of structure and they it will fix where the

accuracy will be very high.

So; that means,  typically the suggestion is that you have to go for data visualization

process  first  and  go for  the  right  choice  of  the  functionality;  that  means,  functional

relationship  between  dependent  and  independent  variable.  And  then  do  the  kind  of

estimations and get the estimated model; so that you will go for right predictions and

then right management decision. 

(Refer Slide Time: 17:19)

So, I having this kind of structure so, again with the help of this data so; that means,

technically;  so,  we  have  actually  this  is  your  spreadsheet  and  this  is  what  the  data

visualization. And then with the connection so you can actually estimate again you can

go to the excel spreadsheet and estimate the particular output. 

So, regression output will be coming in the first end like this. So, this is actually ANOVA

and followed by; so, the kind of model outputs that is actually intercept and the market

representative that is X 1 coefficients beta 1; so, it is coming actually positive.

So; that means,  as per our theoretical expectation;  so, the market representatives,  the

number  really  go  up  then  by  default.  So,  the  kind  of  sales  of  that  particular  in



organization will go up so; that means, there is a positive association between these two

and a sample data also validating  the kind of theoretical  expectations.  So,  now after

knowing the theoretical knowledge, going through the data visualization process, fixing

up the kind of right functional forms.

So once you estimate the particular process; then you will get the estimated output and

before you go for the prediction again. So, you have to check that the model outputs are

very accurate  or very reliable  so that the prediction should not be any defective and

management decisions cannot be again and defective.

So, as a result; so you will go through the particular process and unit check. So, having

the kind of link; so, in this model; so, your intercept is statistically significant which is

not actually a highly irrelevant, but what is the relevant is the variable impact; which is

coming statistically significant positive and statistical significant; that means, we are in

the right track to do these predictions.

And the F statistic is also coming statistically significant and since F is coming high, by

default we are expecting that R square and adjusted R square will be very high and that is

also reflected here. So, adjusted R square also coming actually fair enough to predict the

kind of environment.

So; that means, typically the overall fitness of the models reflected by R square adjusted

R square and F R at the right side means in positive sides. And then the intercept or the

parameters corresponding to the independent variable are also statistically significant and

they are also giving the positive signal.

So; that means, since the overall structure is ok; so, you can go the kind of prediction.

Sometimes there are two issues having wrong choice; so, model may be perfect, model

may not be perfect, but we know what is actually best; that you go through all these

screening and then you will come with right kind of modelling so, that the prediction for

the future requirements should not be issue or it should not be any kind of defective.

Otherwise  it  may  be  a  issue  and  your  management  decision  can  now  be  reflected

negatively. So, with this  basic prediction;  so you can go for structuring,  so the same

structure here.



(Refer Slide Time: 20:41)

So, now what will you do? The same problem; so, this is actually linear estimates and

where  we  are  just  putting;  Y;  this  is  sales  and  then  X  is  nothing,  but  marketing

representative. And with having say linear relationship, then we are getting perfect kind

of  situation  through  which  you  can  predict  these  sales  with  respect  to  marketing

representative.

And then when will it change the functional form; so, means we like to actually what we

will  called  as in the kind of predictive  analytics,  the validation to justify  that  which

model is perfectly ok; so, that is called as the structure called as a diagnostic check or

sometimes we call as the vastness check. So, it will give you some kind of accuracy so

that you can actually predict the kind of business requirement and then go for their right

management decision. The thing is that; if any error is there in between, so this may

actually reflect your predictions. 

So, you must be very careful how you will do the kind of processing so; that means, at a

particular point of time you must have a first hand output and that is the kind of route

through which you have to go through other checks and other alternatives. It is actually

all  together;  it  is  a  decision  making  process  and  the  whole  idea  about  the  decision

making process is not with respect to only the kind of problem formulation. 

So, it is with respect to also model estimation also; so you may get plenty of estimated

models;  that  means,  we  are  creating  a  kind  of  various  alternatives  for  a  particular



business prediction. And out of several alternatives, we have to pick up which one is the

best for the particular requirement the business requirement. And once you pick up the

right  one  then;  obviously, the  prediction  will  be  the  right  and then  the  management

decision will be also perfect. 

So, that is how we are actually in the process of checking that is what we called as going

through robustness check or the kind of diagnostic check through, which it will give you

the kind of justification or the kind of consistency that you are in a right track and the

your estimated model is the estimated model is perfectly ok for the kind of prediction or

the kind of business requirement.

So,  now; so far just  we are changing the functional  form; initially  we have a  linear

relationship, now putting non-linear relationship and that too we are trying to explore

this relationship in a quadratic format;  because your data visualization showing some

kind of non-linearity here. And that is how we are trying, but we usually if you do not

actually go for graphical plotting; so, you may not actually know the kind of functional

form. 

So, having actually big set of data, more number of variables; usually it is not so, easy

actually. For two variables and having small data points or some considerable data points

you  can  actually  plot  and  get  to  know the  particular  structure.  Otherwise  you  what

happens; even if two variables with the huge data. So, you will find the non-linearity can

be actually up ups and down. So, in that case actually sometimes it is very complex to

put a kind of right structure through which you do the estimation.

But  anyway;  so,  what  will  you  do  actually?  We need  to  check  through  graphical

visualization, then some kind of quantitative exploration that is what we are doing the

kind of diagnostic check or robustness check. Because if your functional form is wrong

or there is something or other obstacles or the other issues; then by default the model

outcome will not be perfect to go for the prediction and the kind of inner cross checks

right. So, that is why we will find the kind of structure through which you have to see

which one is the best fit model and then go for the kind of predictions.



(Refer Slide Time: 24:51)

So, this is actually kind of what will you do? Sometimes, we can actually if you are

finding some kind of non-linearity, so you can go for data transformations; then that will

be transferred into some non-linearity, linearity. Then you will go for the kind of semi

linear  modeling;  so,  sometimes  in  the  data  there  may  be  outlier.  Outlier  means  a

particular data point which is a highly distance from other data point.

So,  again through data  transformations;  so,  we can normalize  the particular  process.

Because regression modelling require consistent in our data requirement so that we can

do the perfect kind of structure, through which you do the prediction.  So, this is the

actual  kind of plotting and this  is  actually  go for transport  data.  So,  you can go for

various  transformation,  log  transformation,  exponential  transformation,  inverse

transformation, first difference transformation; so, many transformations are there.

You can standardize the particular variables; then accordingly you can do the kind of

output through which you can do the predictions. 



(Refer Slide Time: 26:06)

So, corresponding to this structure; so we can now estimate the process. Again after the

transformation or the kind of connecting within non-linearity the quadratic form; so we

are getting some kind of different output here. So, in this case this is actually X 1 output

and this is X 1 square output; where this is coming actually positive and statistically

significant, but this is coming negative and not coming statistically significant.

And here; in fact; F is very high and your goodness of fit is also very high; compared to

the previous situation where we are integrating simply in a linear format. So; that means,

sometimes if you pick up the right functional form, then the model validation will be

perfect  so  that  we  must  go  for  data  visualization  first  before  we  use  the  predictive

analytics, for any kind of prediction and any kind of management decision.

So, now; so having this output; so, this is actually fair enough to go for the predictions.



(Refer Slide Time: 27:14)

And so now; so, means there are many transformation which you can do. So, which I

have already highlighted some extent, so you can go for log transformations, exponent

transformation, standardized transformation; so these are kind of various formats through

which you will go for the data transformation. 

So, actually it is called as a data structuring; so it is not that you have to (Refer Time:

27:37) the data and putting a kind of proper structure, but after having the data, putting in

the  kind  of  a  spreadsheet  so,  you  need  lots  of  standardizations  as  per  the  model

requirement or the kind of business requirement. Because predictive analytics tools in

some kind of techniques; so, there is a need of some accuracy of the data to predict the

kind or to estimate the process and to go for the kind of prediction. 

So data transformation is a kind of structure, we have to use frequently so that you can

adjust the kind of error and go for the best bit of the models and then go for the best

prediction in a requirement as per the business requirement.



(Refer Slide Time: 28:18)

So, this is another kind of model and here; so three variables and stock 1, stock 2, stock 3

and then we can actually study the interactive effect.

(Refer Slide Time: 28:30)

So,  this  is  how the  kind of  structure;  so,  generally  when there  are  three  stocks.  So,

particular  stocks  behavior  depends  upon  other  stocks  behavior  and  the  intersection

between these two or the kind of interactive kind of structure between other two kind of

stocks. So, as a result; so this can be the kind of model non-linear model through which

you can predict  a price of stock 1; with respect to price of stock 2 and stock 3. So,



typically; so, Y is the kind of stock 1 structure and then X 1 is the stock 2, stock 3 and

this is actually stock against stock 3. 

So, this is what actually interactive effect; that is with respect to X 1 and X 2. So; that

means,  actually  the  kind  of  interactive,  the  kind  of  functional  form;  it  exclusively

depends upon the data visualization and some kind of theoretical linkage.

In this particular problem, if you have no financial understanding then you may not in a

position to integrate all these things. So, the kind of restructuring of the data and the kind

of transformations and the kind of functional form; exclusively depends upon the kind of

theoretical knowledge and the kind of data visualization. So, once you are clear about all

these things then you may in a right position to pick up the right model and then go for

the right estimations. And; obviously, you can get the right estimated model for the kind

of prediction.

So, now knowing this particular structure; you can actually move further and we can

check; how is this particular structure with respect to this data?

(Refer Slide Time: 30:10)

So,  this  is  how the  entrepreneur  structure;  this  simple  one  and here actually  we are

dealing with predicting stock 1; with respect to stock 2 and stock 3 and this is the first

end output and again changing the find up functional form; so, you will get second end

output.



In this case, your F is coming very low, but it is statistically coming significant and R

square is not very poor, but fairly, but still  we need to see the whether there can be

further improvement about the R square increase or the model validation increase. In

fact, actually the T statistic is not actually statistically significant here. So, that is what

actually the kind of signal negative signal; so, this is what the negative signal.

So, that is why this model cannot be used for predictions and the kind of future many

requirement; so, again, so what will you do? You will look for alternatives.

(Refer Slide Time: 31:12)

So, the alternative structure is like this; in this case we are allowing interactive effect and

that  is  actually  with  respect  to  the  previous  modelling  framework.  So,  here  we  are

allowing interactivity  between X 1 and X 2 and that  will  be now treated  as  a  third

variable and as a result; so, the kind of an outcome is now more accurate to validate this. 

So, here in this case; so, after the right functional form, so F is improving and in fact,

little bit R square is also improving; little bit question about registered R square, but it is

still fairly to go for the prediction. So, the most important thing is that now one variable

is coming statistically significant and also interactive effect is also coming significant.

So; that means, we try to find out all such possibilities or explorations then if actually the

interactive effect is in order there by default; the statistical output will give you some

kind of insignificant result. And later stage again you can throw this particular variables



and again look for the best alternative. So; that means, it is a continuous search process

till you get the best fit models as per the business requirement.

And once you find out the right choice or right model, then your management predictions

or your management decision; will  be very accurate  and that will  be actually having

more accuracy with more kind of needful. So, with this actually typical structures; so, we

will see the kind of structure; so, these are all various different functional part.

(Refer Slide Time: 32:50)

So, in this case here log transformation is allowed to do the kind of structuring.

(Refer Slide Time: 32:59)



And the same problems can be investigated; so, this is how the model and going for

transformation the way you will do the model transformation like this. So, here you will

find there is a kind of transformation, the same way variables can be adjusted. So, in the

later stage; we are doing the adjustment and then we check how is the kind of estimation;

this is the original data and this is what the transport data.

(Refer Slide Time: 33:25)

So, now again; so, you will check the kind of you output with the transport data. So, it is

coming fairly actually very to get the kind of estimations; so, this is what the kind of

structure and accordingly you can go for various problems through which you can do the

transformation.  By the way, some of  the software directly  connect  with a  functional

format give you the output. And if not then in the excel spreadsheet, you can do some

kind of manual adjustment and then do the kind of structuring.

So, let us see here is the kind of examples; I will give you here is the kind of examples;

so that you can understand. So, what will you do here? So, I will take this problem and

what we have already discussed?



(Refer Slide Time: 34:18)

So, this is the problem which we have discussed earlier and again you go to the data

analysis package.

(Refer Slide Time: 34:24)

And for dada analysis; choose the regressions and ok here you can actually replace the

particular structures and you can choose the right variable.



(Refer Slide Time: 34:42)

And then again, you can actually do the kind of linda dot structures; then again you

reflect with the two variables and this is what actually some; so, now what will you do?

So, we allow all the variables to the sita system and since uniform structure is there, just

you put the ok. So, this is what actually the model output with respect to one dependent

variable with the two independent variables. So, now after doing the kind of adjustment;

so, you can check the various functional form and do the adjustment.

For instance, you go to the data view; so, this is what data view. So, you need actually let

us say this is Y and this is X 1 and X 2; so, you need actually X 1 and X 2. So, let us say

this is X 1 and X 2; so, what will you do? So, you just create another data set, allowing

these two interaction; so, with respect to this one and this one. 

So, then you create this particular structure; so now, you allow this particular in a series.

So, this is now interactive effect, so now what will you do? So, this is again it is treated

as third variable; so now, you can actually connect Y with the X 1, X 2 and X 1 and X 2.

So, like that so; that means, what will you do? Any kind of structuring, you can do in the

excel sheet and then you allow the kind of software to give you the final output. 

So, what will you do? You structure the data, then you feed the models and then allow

the software to give you the output. And then check these outputs; whether it is fairly ok

to go for the predictions by checking the significance of the parameter, the goodness of



fit of the model and the kind of validation of the model. If all are fairly ok and then you

can go for the predictions and then that will give you write management decision.

In  fact,  even  if  the  goodness  fit  of  the  model  is  perfectly  and  something  like  all

parameters  are  statistically  significant,  so  there  is  no  harm  that  to  check  the  basic

alternatives.  So,  checking  the  basic  alternatives;  so  always  give  you  some  kind  of

strength  or  confidence  or  the  kind  of  consistency  to  use  the  model  for  the  kind  of

prediction and the kind of management decision.

So;  that  means,  actually  if  this  particular  technique  and  the  predictive  analytics

techniques is such a kind of beautiful structure, through which; by default you will find

plenty of alternatives. And out of all these alternatives, you have to find out the right

ones. So; that means, it is kind of question of searching for opportunity cost.

So, next best alternative; the Honda is here next best alternatives. So, every time you will

actually  check;  whether  there  is  any  kind  of  model  improvement.  So,  there  is

corresponding to the original estimated output, so you change this particular structure;

even if you can increase the sample size, decrease the sample size; add one variable,

remove one variables, add some kind of; I mean change the functional form, change the

kind of structuring.

Then every time you will get another estimated output and again you have to compare

with the original estimated output with the kind of change output. If the original output is

fair enough or good enough to the change situation, then you can fix the original one;

you  reject  this  one.  Or  the  change  situation  is  more  effective,  more  efficient,  more

accurate then you can pick up that ones and you can just remove this one.

So, this is how the continuous search process till you get the right models for the right

prediction. And as a results, you can go for some kind of better management decision so;

that  means,  technically  in this  lecture;  we have addressed some problems relating to

regression modeling. Because it gives some kind of exposure that; it is very interesting to

find out some alternatives, that it is not one kind of utput through which you will do the

prediction, which may be very high risk.

So, now you have series of alternatives by different structuring, restructuring. And then

with various alternatives, you are picking up a right one; as a result so you may have a



very less risks for some kind of business predictions and then the kind of management

decision. And likewise you will have a several kind of diagnostic and robustness checks;

to find out the best fit or best alternatives and that we will discuss in the next lectures;

with this we will stop here.

And thank you very much; have a nice time.


