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Hello everybody. This is Rudra Pradhan here and welcome to B M D lecture series. We

are in the process of discussing predictive analytics 1. And in the last lecture, we have

discussed about the regression analysis and that too we have highlighted.

There are three different ways; we can address this technique and the kind of you know

predictive  problems  or  predictive  analytics  and  in  this  three  are  typically  bivariate,

trivariate and multivariate and in the last lecture, we have discussed about the bivariate

structure and where we have actually two variables and that two; one dependent variable

and  another  independent  variable  and  the  idea,  is  to  predict  the  dependent  variable

subject to independent variable and we have already discussed, you know the structure

through which you do the predictions. A prediction of Y subject to the X availability or

you know X information. And in the last lectures we have discussed a problems that to

airline problems, relating to the game between cost and number of passengers with the

hypothesis that you know number of passengers you know and the cost are positively

related to each other.

Now, regression will help you to give you the exact kind of you know quantification

through which the particular passenger level will give you the particular you know cost

package. So, we have already discussed and now will be actually verify, how these are all

coming into the reality. So, in the last lecture what we have already discussed.
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This is what the problems which we have actually going to address and. In fact, we have

analyzed this problem and going for a plotting.
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And then we have derived the output and then finally, this is the analysis.

(Refer Slide Time: 02:03)

And this is how the kind of know cross check.
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And  finally,  we  have  actually  stopped  here  with  having  you  know excel  regression

analysis output.

So, now my idea here just to show how actually these are all coming, you see on starting

with only you know two variable information, see here. So, this is actually the original

problem.

(Refer Slide Time: 02:28)

And you have only you know information about you know sample size n equal to 12

year for X and 12 year for Y. So, the first n condition is satisfied and second order, a



second and condition is also satisfied that you know n greater than 2 k. So, having these

two information. So, we have actually plenty of numeric regression output here so. In

fact, you know this is actually simple way, we have a calculated for a b 0 and b 1, but our

the,  you know process.  We have actually  plenty of  output  and actually  these are  all

output to not actually manually calculated. So, it is obtained through this software and

that too excel spreadsheet.

So, now I will first show you how these results are you know coming, then I will you

know analyze these results and interprets as per the program requirement and then and

then we will come to a position to go for some kind of you know management decision

as per the problem requirement.  Here,  the management  decision requirement  is  what

should be the cost structures with a particular, you know passengers package right. So, if

the number of passengers would be like this, let us say 10, 10,000. So, what should be

the cost package subject to the passed information and the use of regression analytics.

So, we like to know the exact quantifications.

So, before that we know, we should understand these outputs and then these output will

help you to predict, the kind of you know accuracy. So, let us go to the excel spreadsheet

and then I will connect you, how these are all coming. 
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In fact, we have already discussed the excel spreadsheet. You know this is actually the

problem.
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So, that is the, this is the X series. Now, you know number of passengers and that too we

have actually A 12 informations and then this is the cost of this, you know airline and

that too have actually 12 information. So, same sample size and there is no additional

requirement  and  two  variable  sample  size  is  actually  n  equal  to  12  so;  that  means,

technically 12 greater than to 2. So, it is satisfied and then you go to the data analysis

package. So, just click the data analysis. So, you will find plenty of actually tools are

there and. In fact, we have solved lots of problems, by this you know spreadsheet.

So,  now  our  requirement  to  know  the  predictive  structure  and  that  to  the  working

structure of the regression analysis and then you look for the regression component. So,

here is the regression component and then after highlighting the regression component,

you just put and then you will find the a menu box, in the menu box the requirement is,

you have to give two different ranges for X ranges and Y ranges; that means, the first

sample to the last sample. So, in this case it is A 1 to A 12 and then against the input

range will be for independent variables. So, B 1 to B 12. In fact, we have discussed this

particular  structure,  in  the  case  of  you  know  covariance  and  correlations,  we  have

already  highlighted  this  particular.  You  know  analysis,  but  here  the  requirement  is

regression. So, where we are doing some kind of you know predictive structures, it is not

just, you know kind of, you know association.



So, now you know putting these inputs and the kind of you know structuring. So, we will

have this kind of you know regression output. So, let us see how it is actually coming.

So, you can first indicate the sample points, for this is variance. So, this is variance and

then this is actually X range. So, this is what the X range after putting this one.

(Refer Slide Time: 06:11)

So, this is B 1 to B 12 A 1 to A 12. So, that you have to cross check. If you, if I will put

here B 12 and I will put here A 11 then and then this package will not run and; that

means, software will show you the error.

So, now what will you do here, after putting the kind of an indication you just put.
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So, you will find here plenty of results you will find plenty of results here. So, these are

all you know regression results. So, whatever results we are finding from this you know

spreadsheet, the same results are already you see here. So, I hope you can see this result.

So, this is summary output and this is the anova output and this is how the regression,

you know outputs right. So, these are all regression output. So, now, going to this, you

know our, you know these structures, the same thing I have actually copied here and this

is how the A results fall together in this results. So, what we have here so. So, now, now

this is the result. So, what will you do with this results, we will check one by one and

then will come to this kind of in a prediction and the kind of you know management

decisions. 

So, now, first things first check is actually check the coefficients and this is coming,

actually positive and; that means, the theoretical, the expectation which you have in this

problem is the cost and passengers are positively linked and the coefficient is showing

that you know there is a positive link and if the theoretical expectation is not fulfilled

through this. You know data visualization or data estimation then; that means, we have to

think twice before you go for some kind of you know predictions. So, you know some

kind of, you know management decision. So, this is going, you know in favor of our

theoretical understanding. So, that is why we can move and then we will be analyze as

per the problem requirement and here. 
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So, the same problem. So, this is the X information and this is the Y information, which I

have already, Y 2 which I have already. This is the X information, this is Y information

and this is Y predictor and this is what the error component Y minus Y that is the kind of

you know different and we expect that you know the sum of this error term should be

equal to 0 or you know means almost or converge to 0 and here, in this case, it is coming

minus 0.001. It is mostly, because of you know rounding up, you know error and in

reality, it will be you know approximately equal to 0. So, means if it is actually coming

0, then by default this line will be called as you know line up the best pit or you know

best  predicted  lines.  So,  will  be  means,  see  this  is  a  first  hand  kind  of  you  know

observations  and  then  we  will  be  go  for  you  know some kind  of,  you  know other

diagnostic  checks through which you can justify that,  you know this  particular  equa

estimated equation or this particular line is the perfect line for the kind of you know

pretty kind of a requirement.
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So  after  knowing  this  particular  structure,  so,  let  us  move  to;  you  know  further

processing. So, what will you do here? So, first will plot the residuals. So, what I have

already mentioned that, you know once you plot, you know get the error component then

54 of you know fear, some of the planar mostly 50 percent of the points will be positive

side and 50 percent of the points will be in the negative side. So, you take all these sums.

So, you add up all these sums then you know take this sum here, and take this sum here,

and this, this, this is a part A and this is part B. So, some A should be equal to some B.

So, if that is the case, then you are in the right track and then we will proceed for the

kind of you know predictions, but the fact is that you know sometimes A, particular in

this case. It is coming minus 0.001. 

So, this is mostly, because of you know round off error, graphically you know just you

check the kind of, you know structures here. So, this for a 7 points and then this is the 5

points. So, there is the points may be up and down, but actually some by default will be

you know matching each other. So, that will be the kind of you know signal, which must

be, which we must have, before you go for some kind of you know predictions, by this

you know technique and knowing up, knowing all these things, then again you move to

the, you know process, for instance.
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So, after you know getting the error term first observation, you have to check whether

you know this sum is coming equal to 0 or not then and then next things we have to

observe that you know how these errors are, you know coming into the pictures, if the

errors are not actually scattered here and there, then there will be, they really put a kind

of in a functional form and if that is the case, then this will be having actually kind of,

you know bad signal.  So, there may be you know related to each other and their  re

relations may be linear one may be non-linear one, but it is not actually good signal for

the perfect prediction or the kind of, you know best fitness is concerned. 

(Refer Slide Time: 11:26)



So, this is one of the, you know a set of the possible plotting of the residuals, but actual

plotting depends upon the kind of, you know data process and similarly the plot you

know corresponding to this plotting. So, you like to check the kind of you know error

variance  and sometimes  the error  variance,  our  different  situations  you know if  you

would  check,  then  it  may  be  actually  constant  or  there  is  some kind  of  you  know

variance, you know variations. So, if they are you know constant then; that means, it is,

if you are in a right track and if there is a kind of you know variance, kind of, you know

difference then it will be having actually some kind of negative impact, because we have

actually  in  the  process  of  this  particular  technique  for  predictive  kind of,  you know

requirement.

So, we have a component called as a homoscedasticity and there is a component called

as  a  heteroscedasticity.  So,  the  literary  meaning  in  the  business  analytics  contest

homoscedasticity  means  homogeneous  variance  and  heteroscedasticity  means

heterogeneous variance and. So, far as variance technique is concerned, that too for any

kind of you know predictive kind of an analysis, see error component that is the error

variance should follows actually homoscedasticity, if that is the case, then you know it

will be give you the kind of you know best requirement, because we are using the kind of

you know well structure.
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So in the case of you know, if they are not actually A, they have a means, they have no

relationship, then there may be called as you know A and they are independent to each

other  so; that  means,  technically. So,  we have A 2,  you know means typically  three

issues. We have to actually highlight here first, structure is some of the error, term should

be equal to 0 and error terms are. So, not actually correlate each other and then and the

error  variance  should  be  homogeneous  in  nature  right.  So,  that  is  actually

homoscedasticity.

So, now these three things should be actually there, when you are actually using some

kind of you know, because we are receiving this error term on the basis of you know

various mechanisms, but the various requirement like that you know, your error sum

should be equal to 0 and there should not be any correlation among the error terms and

error  variance  should follow the kind of  you know homoscedasticity  that  is  actually

normally  distributed with the mean 0 and unit  variance  like,  which we have already

discussed the concept,  you know normal distribution and that too in the case of you

know inferential analytics.

So, now, knowing all these things let us see, these are all various looks, you know visual

looks about the error term and this is what we call as, you know healthy look.

(Refer Slide Time: 13:57)

About the residual force plots, because you know ultimately we start the game with the Y

information and X information, then with the help of you know regression analysis, we



are getting the Y head and then we are getting the error component and then with the

error components, by default  will  give you enough exposures about your. You know

predictions, actually our predicted line will be Y Y, here that is Y k f, but the accuracy or

the kind of you know. So, far as you know fitness, you know you know fitness or perfect

prediction is concerned. So, it exclusively depends upon the indication from the error

term only. So, if the error indication is very good as for the problem requirement then;

obviously, the model estimations model, reliability can model prediction will be very

perfect right. So, this will be the kind of you know structure before you go for some kind

of you know requirement ok.

(Refer Slide Time: 15:00)

When  we  have  actually  in  the  process.  So,  we  have  actually  on  the  basis  of  the

theoretical look hypothesis building then the a kind of you know functional form then the

estimation will get some kind of an estimated output, but before you use this estimated

out for for any kind of in a prediction. So, that need to be tested and like we have already

discussed you know inferential analytics having actually sample parameters. So, we need

to  actually  test  through various  test  statistics  like  you know we have we have  gone

through after this testing through jet statistic we have gone through the t statistic high

square statistic and f statistics.

So, now these are also the values which you are receiving from, you know beta 0 b 0 or b

1 etcetera, these are all called as a sample statistics right. And these sample statistic need



to be tested against before you go for any kind of, you know predictions or any kind of,

you know generalizations like  you know creating  confidence  interval  for  population

parameter or any kind of you know comments, you are putting as for the management

requirement or any kind of no management decision you need to take. So, that need to be

tested a first right. So, earlier we have already gone through the process of jet statistic, t

statistic, I square statistic, f statistic, one sample case, multiple sample case, and the same

things. Now, you know highly required, here is to validate the models, because here l

array, we  are  actually  you  know  in  a  simple  structures, you  are, you  know  just

calculating the test statistic and you know testing it with the help of you know fixing

alpha degree of freedom knowing, the critical  value, calculated value, and comparing

taking the decision. It is also same process, but it is in minor, different kind of you know

setups or you know structure all together and like the previous, you know examples in

the inferential  analytics once you get the sample statistics.  So, that need to be tested

through  z  or  t.  So,  every  times.  So,  you  need  actually  standard  errors.  So,  here

accordingly, we have also standard error. So, these are all actually standard error of you

know error terms and standard error of the estimates right.

So, basically. So, our model is nothing, but actually called as a Y hat equal to b 0 plus

one X right. So, b 0. So, this is the sample estimation and this is the sum. So, that need to

be tested. So, usually if you go through, you know excel output or you know regression

output. You will have actually two different, a three different sets, all together model

summary  anova  and  the  model  parameter  estimate. You know estimated  parameters

information. So, technically we are supposed to check the validation of this model and

that too we have to check the first, you know reliability and validity of these parameters

and then we have to check the goodness fit overall fitness of this particular you know

linkage and that will be established through anova the model summary.

So, now the first hand requirement, is these parameters need to be checked and there

should  be  statistically  significant  and for  that  actually  this  is  the, you know sample

statistic that need to be connected with, you know testing procedure and for that the best

test statistic, which you can follow up is called as a t statistic so; that means, technically.

So, t of beta 0 need to be significant and t be 0 here t of b b 1 should be statistically

significant  so;  that  means,.  So,  you  know  assuming  that  you  know.  So,  the  null

hypothesis  will  be  setting  like  that  you  know  b  0  equal  to  0. The corresponding



alternative hypothesis will be b o b 1 equal to b 0 not equal to 0 similarly for b 1. So, null

hypothesis will be b 1 equal to 0 and alternative hypothesis b 1 not equal to 0. So, this is

how the per kind of you know testing procedure and for that. 

So, b 0 by the operation of you know standard errors and depending upon the alpha,

where alpha signal and that is the predictive level, which you will like to fix and then the

kind of, you know degree of freedom, which depends upon the sample size and the

number of variables involvement. So, you can get the critical value and connect with the

kind of, you know calculated a value and then finally, you can take the decision, whether

to reject the to null hypothesis and accept the alternative hypothesis.

So, for that we need to have it, this kind of inner structure, and let us see, how is this

particular, you know this is actually. So,  S S  is nothing, but the ((Refer Time: 19:29))

sum of this pair of this errors and standard error of the estimate is nothing, but actually

square root of you know  S S E divided by n minus 2, actually  in the generalization

process. It is n minus k, because it is 2 bivariate models. So, by default k here equal to 2

here.
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So, this is what the some of you know, we like to get this. So, you know sum of squares

of errors. So, that is actually is. So, this particular part actually. So, once you will be find

the residuals. So, squaring the kind of you know residuals and then take this on. So, this

is actually a you know kind of actually, we called as you know residual sum of this



sphere so; that  means,  technically, like in the anova, we have already discussed you

know. So, some square totals, then you know some square within the group, some square

between the groups. 

So, this particular structure also follow here. So, typically it you know it is called as a t S

S  equal to  E S S  plus  R S S so; that means, technically some of a squares total and

explained sum of squares and residual sum of here. So, the residual sum of square is

nothing, but actually this part that is sum square errors right. So, residual means it is the

difference between the actual and the predicted and this is the explained sum square so;

that means, the Y predicted results and. So, so this is how the t S S, t S S means this part

actually. So, from this if you sparing with you, know the kind of mean and then taking

this sum, you will get the t S S component. So, the t S S component, then the residual

component will give you the explained item so; that means, out of these three, any two

can be calculated and then can be used further for checking the validity or the fitness of

this  particular, you know model outcomes right.  So, with this  we can actually  move

furthers and get to know how is this happening.
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So; that means, your first requirement for testing procedure is a standard error of the

estimates. So, that depends upon actually the sum square sum of square errors. So, thats

nothing, but actually  sum of Y minus Y hat squares and then followed by degree of

freedom. So, finally,. So, the component is coming actually, this is what we called as you



know standard errors and after knowing the standard errors. So, the simple you know the

t value of this particular parameter is nothing, but you know b 0 by standard error and b 1

by standard errors right so. In fact,  actually b 0 and b 1 standards errors. you know

slightly different, but the particular structure is like these to know and to get check the

kind of you know reliability.

So, now moving forward again so.

(Refer Slide Time: 22:14)

So, this is what the particular in a structure, which was actually highlighting and. In fact,

what I have already mentioned that you know. So, t S S equal to E S S plus R S S so; that

means, technically. So, so t S S is nothing, but actually here in this particular structure.

So, it is represented by S S Y Y so; that means, actually it is depends upon you know Y

value generally sum of squares Y series then sum square s s r that is called as actually

explained variations, that is explained sum of squares, then the particular structure is

called as the unexplained variations, that is actually R S S that is residual part right. So,

unexplained variations.

So, now . So, now, if S S S S Y can be actually, you know divided a both the sides so;

that means, technically. So, E S S by t S S plus R S S by t S S is equal to you know ones

and. In fact, R square is nothing, but R square is nothing, but you know explained sum

square by total sum square. So, total sum square. So, that is what actually the values of

you  know  R square, the  R square  component  that  is  capital  R square, which  is



represented as a called as a coefficient of determinations. So, the typical interpretation is,

you know it is a percentage variation of you know Y sub you know percentage variation

of you know explained item subject to total items right. So, this is the way through which

you can actually adjust the kind of inner validation or goodness fit of the model. Usually

R square value, you know positive, and the range of the R square will be 0 to 1 there.

Like this we have already highlighted here and the value of R square close to 0 means,

there is a low feet and the value of  R square close to 1 means, it is a high feet, and if

exactly equal to 0, then there is no association at all. So, there is no linkage between Y

and X, if it is actually equal to one, then they are perfectly fit and they have actually very

strong and you know perfectly ((Refer Time: 24:28)) and each others means having 0 is

very rare and having 1 is also very rare, but most of the instances, it will be in between 0

to 1, but we try to have you know high R square, because I R square will give you better

validations  and  you  know  high  predictions,  but  that  is  the  necessary  condition, the

sufficient  condition  depends  upon  the  significance  of  the  parameters, that  the

significance of the variables and having our square and most of the variables are not

significant, then this is a problematic case.

So, if R square will be high, then most of the variables must be a significant, if R square

is low, then most of the variables there is a high means, if in most of the instance may be

not statistically significant, but if we, most of the variables are not statistically significant

and then by default  R square will be low, but if  R square is higher, then most of the

variables should be staticstcially significant, that is the usual structure or you know a

strategy of you know the checking, the reliability part and if other way around then; that

means,  there  is  a  problem  in  the  particular, you  know  process  or  in  either  in  the

estimation or you know fixing of the problem identification of variables with respect to

data. So, many things will be there, but by the way these are the process, through which

you  have  to  you  know check  and  you  know validate  the  model  and  again  moving

forwards.

So, we recheck, you know how is this particular inner structure of this model.
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And in this case, we have already calculated a sum of square error terms. So, now, you

know having information about S S Y and our know kind of you know s s e. So, you can

able to calculate the kind of you know r square and in this case the r square of a loop

prints typically in this particular problem the r square value is coming a zero point eight

nine nine so; that means, ninety percent and so, this is the ratio between E S S by t s s

explained  sum of  square  by  total  sum of  squares  so;  that  means,  technically  ninety

percent of the variability of the cost of flying means is accounted for the number of

passengers of course, the cost may be affected by other variables, but in this problem. So,

ninety percent of the cost mostly you know derived by the number of passengers and that

is the that is what the first and kind of you know observation sorry you know kind of you

know hint through which you have to do the kind of you know predictions and the kind

of management decisions.

So, now again moving forwards. So, we will see you know,
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.

what are the wage; you have to again further address and although, we have already

highlighted  R square.  So,  I.  In  fact,  I  have  only  highlighted  the, you  know  the

significance of the parameters which we have actually gone through the process so; that

means, the technically once you get the estimated values of the b 0 and b 1 that needs to

be tested and the process of testing is t statistic, which we have already highlighted so;

that means, technically, in the process of this you know regressions. So, we have actually

regression  coefficients  that  and  that  is  the  regression  outputs  for  these. You know

parameters and then the anova which is nothing, but you know explained sum of square,

residual  sums of  squares, and total  sum of  square, and the  corresponding degree  of

freedoms and then finally, the R square, the coefficient of determinations.

So, now like the parameters below b 0 and b 1, that need to be tested and that is through t

statistic like which we have already highlighted here and I have already explained and R

square is also reported and  R square also need to be tested and the test  of  R square

followed, you know used to followed by f statistics and the parameter testings usually

follow the t statistics. So, this is what the procedure, through which you have to check

the significance of the parameters and then by default you go for the kind of, you know

testings right.
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So, now this is how you have to fix the kind of hypothesis position, which I have already

highlighted and then the same procedure. You have to calculated the t statistic by you

know the estimated value divided by standard error, that will give you the calculated t

statistic, then depending upon the alpha and degree of freedom and then you will get the

critical value. So, now, as usual the inferential analytics, which you have discussed, if the

calculator test statistic will overtake, the critical value which is actually calculated here,

from the table means obtained from the tables with respect to two tailed tests and where

alpha equal to 5 percent and the degree of freedom, actually a sample observation, is you

know 12 and since it is a two variable model. So, your degree of freedom is nothing, but

color the n minus k, that is actually 12 minus 2 and that to 10. So, that is how we have

derive here 10 and. So, this is actually critical value. And now, the calculated value is

coming why; you know coming when the basis of the sample information or the kind of

an estimation, then we have to check.

And I having this kind of you know value. So, this is how the, this is the kind of you

know requirement and accordingly the decision can be taken into consideration whether

to reject or to accept the null hypothesis. So, you know. So, one way it is a actually

critical value, then we will check the calculated value and you know see the kind of you

know decisions right.
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So, this is how the t value and the t calculated is coming a nine point four three and a this

side. So, this this is actually so; that means, technically. So, this is actually the signal

about  the  null  hypothesis  and  this  is  the  estimated  coefficient  and  this  is  what  the

standard error and then the t value is coming nine point four three which is substantially

higher than the critical value as a result you are rejecting the null hypothesis; that means,

the you know the coefficient is actually statistically significant and it it gave the kind of

inner strength for the kind of you know predictions and that is what the the kind of a not

test you know the kind of you know requirement and then we will be will be moving

towards you know again these problems.

So, the testing of the overall fitness of the model which I have already highlighted that

you know the r square needs to be tested against you know you have actually a the f

statistics which is actually the ratio between residual sum of square by explained sum of

squares and then that will be adjusted with two degree of freedom and then we we have

actually you know f critical and then the decision would be on the basis of you know the

critical value and calculated a value like the previous you know t statistics. So, having

the kind of you know sample informations and the critical value. So, we can actually

move to the decisions and lets see how is the decision kind. So, this is what actually.
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The anova table all together and. So, this is, and this is what the kind of you know sum

of square that is a a typically explained sum of square this is a residual sum of squared

and this is total sum of square. So, the past check will be this plus this will be this like

you know anova which you have already discussed and subject to this with you know

degree of freedom will get mean sum of square and the ratio between the two will give

you the f value right. So, so technically. 

So, it is nothing, but actually 2798 and divided by 0.3; 0.314 and subject to the degree of

freedom 1 and 10. So, you will get actually f f calculated is a 89.1 and the f critical

which you have already fixed you know four point nine six calculated is hour taking the f

critical. So, we are actually rejecting; that means, our fitness indication is that you know

it  is  this  highly  and  statistically  significant  at  alpha  equal  to  5  percent  right  and

accordingly you can actually you know go for the kind of inner predictions. So, in the

case of you know parameters it is coming statistically significant and the overall fitness it

is also coming statistically significant. 

So, that means, but the cases giving you know green signal to justify that you know the

model or the estimated outputs are you know fair enough to go for the kind of you know

predictions and. In fact, this is not the only things, only checks we are supposed to do

and then it will get a complete green signal, for the kind of enough prediction, on the

management decision will have a thorough check with other diagnostics and then it will



give you some kind of you know more and more accurate kind of you know picture, or

you know structure, through which you can go for further prediction and the kind of you

know analysis.
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Now, moving forward again we will check the kind of enough validation. So, this is what

the after knowing the kind of accuracy of the estimated parameters and the accuracy of

the fitness, that is with respect to R square followed by f and again the parameters b 0

and b 1s followed by t of b 0 t v of t of b 1, then you know we are in a coming to a

position, that you know the model is actually strong enough, you know to go for some

kind of, you know predictions about this you know airline cost structure subject to the

passengers right.

So,  now what  is  the  actually  d  prediction  structure  here?  So,  now,.  So,  the  sample

information gives the idea that you know this is what the predicted model. So, this is

simply, actually in a quantitative model now and now, having any ex information; that

means, once you know the exact number of you know passengers, then what should be

the expected cost; that is how the management decision need to be, you know consider or

need to be taken into consideration right.

So, now for any X. So, for instance, in this case, we are put in 73. So, now, if X equal to

73 then the estimated cost would be coming actually like this, you know 4,541 dollars

right. So, this is how the kind of, you know this part is called as actually prediction part.



So, now,. So, this is actually kind of you know first having the information earlier that is

how the learning can start  and then it  will  be trained and then it  will  be you know

predicted for the future. So, this is what the actually prediction is happening. So, again

moving forwards.
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So, will see actually so; that means, technically if you move forwards, then you will ind

the  kind  of  you  know  structure  so;  that  means,  this  is  what  the  total  predictions,

sometimes what happens with the help of you know these sample estimates, you can the

confidence  intervals  like  we  have  already  discussed  in  the  case  of  an  inferential

analytics. So, now, here the sample information is actually Y estimated and then subject

to the you know t values and the alpha and the degree of freedom. So, the Y estimate plus

minus. So, this will give you the confidence interval of the two particular in our range.

So, now in this particular problem. So, this is the Y estimates corresponding to the you

know X precisions that is 73 and then the plus minus of this you know adjustment will

give you the confidence intervals. So, that is what the confidence interval about this one.

So, this is the typical range, you know the kind of, you know prediction can vary and that

is how the kind of you know structure, which you need a actually for any, the kind of you

know; that means, what we can say that? This is what the management decision, you

know you need to take or with the help of this particular you know structures or you

know kind of, you know confidence intervals.
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So, now, we are in the previous case, we are putting X equal to 73 and we are getting the

confidence interval from 4.0 to 24.66 in a round of structures against, if X will, each X

will be changing. So, now, in this case if you know change X 62 68 73 85 90, this is how

the sequence is there. So, every case having X putting X equal to 62 you will find you

know Y estimate and then you will get a confidence interval similarly, putting X 68. So,

you will find a Y estimate and gain again get the confidence interval. So, we will find,

you know plus minus the kind of you know. So, lower limit and upper limit. So, like

means you know. So, this will give you enough kind of you know exposures to take a

decision or for you know; that means, you have actually lots of you know options to you,

know  to  fix,  the  kind  of  you  know  structure  as  for  the  you  know  management

requirement. So, this is how the management decision needs to be, you know taken into

consideration.  So, with the having of  you know flexibility  or  the kind of you know

structures. So, we are, if we are in a right track to, you know to understand the kind of in

a  situation  and  then  we can  take  a  decision  as  per  the  problem requirement  or  the

business requirement.

So, with this the kind of you know structure. So, we can actually, 
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This is further kind of you know, in interval estimation predictions.
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So, now, whatever confidence interval which you have already have.  So, this is how

graphically you can actually see and this is what the predictor line and suffer as you

know confidently interval is concerned. So, this is the lower bound and this is what the

upper bound so; that means,.  So, your management decision need to be taken in this

particular range and so; that means, technically one you know, you may be now in a

position to know, that you know how regression can be very useful to give you a fair



kind of, you know scenario through which you can take. You know I cannot say the

perfect you know, but it will give you know some kind of you know perfect accuracy to,

you know to solve your management problem and the kind of decision which you can

you know considered for the problem requirement  or the kind of you know business

requirement.

So, with the, with you know, with this you can actually move furthers and then you see a.

So, with this actually we are actually, you know to get to know the kind of you know

requirement so; that means, you know what we have already discussed that you know.

So, with respect to the availability of two variables in this particular problem the, a cost

and the kind of you know passengers. So, we like to know how we can actually start the

particular you know process, then with the help you know very prediction, you know

predictive operative analytic tools, that is you know regression analysis. So, you are in a

position  to  know a  lots  of  you  know structure,  through  which  you  can  take  a  fair

judgment  and  then  you  can  come  into  a  position  to  take  some  kind  of  you  know

management decision, as far the business requirement. So, with this we will stop here, in

the next class we will discuss details about the further complexity about this modeling.

Thank you very much; have a nice time.


