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Lecture - 12
Descriptive Analytics ( Contd. )

Hello everybody and this is Rudra Pradhan here and welcome you all to BMDA course
and we are here to discuss the unit 3 lecture that is on descriptive analytics. In the last
lectures we have already discussed something related to descriptive analytics and in fact,
I have already highlighted the components that we need to discuss in this particular you

know unit.
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Topics Coverage

» Measures of Location

» Measures of Dispersion

} Measures of Shape

» Excel Descriptive Statistics Tool

» Descriptive Statistics for Grouped Data

} Descriptive Statistics for Categorical Data
P Measures of Association

} Probability and Probability Distribution

» Sampling and Sampling Distribution
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So, in the last lectures the discussions like this, measures of locations, measures of
dispersions, measures of safe and excel descriptive statistic tool, descriptive statistic for
group data and descriptive statistic for categorical data. So, these are the last class
discussions and in this lectures we will move to a particular component called as a

measures of associations.
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Learning Objectives
» Understanding the concept of association and its role in
analytics
} Learn to calculate covariance and correlation.
» Understand the difference between covariance and correlation
» Understand the difference between correlation and causation
» Data analysis demo

» Learn to use and interpret the covariance and correlation for
management decision.
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So, now let me first highlight what are the objective behind this particular unit. So, in
this particular lectures we try to understand the concept of association and its role in
analytics we like to know how to calculate covariance and correlation and then to
understand the difference between covariance and correlation and to understand the
difference between correlation and causation. Then we will have some kind of examples
and that to data analysis a with respect to covariance and correlations and with some kind
of excel demonstration and then finally, learn to use and interpret the covariance and

correlation for some kind of management decisions.
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Concept of Association

» Covariance

» Correlation

Both are statistical measure of association between two random
variables.

Correlation is different to causation. In analytics, it helps to
identify variables that may be used in the model building and
tracing the association between them.

This is also very useful analytics tools for some advanced and
complex analytics tool such as regression analysis, factor
analysis, structural equation modelling, and so forth.
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So, with this objective, we would like to move to the kind of association analytics. So,
here so far as association is concerns we must have at least two variables in the particular
problem and then we must have more than, at least more than two observations. So, the
requirement is, at least two variables and this data you know; that means, the size of the
data should be more than two two; so obviously, there is a issue between small samples
and large samples, but in the mean times you know the particular requirement is at least
there are two variables and the sample size should be more than you know two variables.
So, then depending upon the particular situation we will discuss what should be the exact
you know sampling rule and sampling structure and then we will discuss in details about

the particular structure about the covariance and correlation.

So, here, what do we have already you know mention that two variables and then
corresponding to two variables we must have some kind of an adjustment with the data,
but for both the variables your sample size should be uniform. If suppose there are two
variables X and y, if X is having 30 observations then Y must have 30 observations, if X
is having 20 observation then Y must have a 20 observation, if X is having 200
observation then Y must have 200 observation. That is the uniformity is the kind of

requirement in the case of you know covariance and correlation.

And this is some kind of something called as you know beautiful technique to know the
association between two and more variables and how they are related to each other and
what is the nature of their relationship because their nature of relationship will give you
some kind of better management decision. So, the relationship may be positive the
relationship may be negatives. If the relationship between two variable will be positive
then the impact will be or the strategy will be different, and if the relationship will be

otherwise then again accordingly the strategy and the decision will be different.

So, now, you know we will go details about this kind of interpretation with respect to a
particular problem. In the mean times let me briefing you the tools available in this
particular you know associations. So, in the case of you know association these two
standard techniques are called as you know correlation and then a sorry variance and
correlation and both are statistical measures, association you know between two random

variables.



Correlation is different to causation in analytics it helps to identify variables that may be
used in the model building and trying to build the association between the two. This is
also very useful analytics tools for some advanced or complex analytics a tool, such as
you know regression analysis, factor analysis, structural equation modelling and
something like that multiplied to try to and decision making model. So, these are the kind

of importance about this particular you know association rule or association analytics.

So, now we like to discuss what is the actually the importance or where we can you

know the particular techniques or tools can be huge.
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So, I will just connect with here some example here. So, this is actually data set up you
know 49 different educational institutes and the idea is that, we like to establish the
relationship between these variables. So, the data like to address the questions that you
know, these are the following variables here. So, let me highlight what are the variables
we have taken median SAT score, acceptance rate, then educational expenditure for
students and top 10 percent of high schools and then graduation percentage and this is
the school indications and this is the type of you know university or educations. So, we
like to know. So, altogether we have actually 5 different variables. So, this is let us say X
1, this is X 2, this is X 3, this is X 4 and this is X 5 right. So, we like to know how these

variables are you know relating to each others.



So, now, the you know typical questions we would like to address here is this you know
each top 10 percent of HS related to graduation percentage or is acceptance rate related
to expenditure per student is medians SAT related to acceptance rate like this you know
there are many such you know questions can be designs and then we like to and I means
through this association technique we may be in a position to answer all these questions.
So, these are the typical hypothesis need to be tested and then we will get some kind of
inference accordingly. This particular problem is a related to educational industry. So,
accordingly a particular school or particular university will try to do some kind of
strategy or do some kind of as per their requirement and that is possible or if you actually

connect with this particular association techniques right.

So, let me give you the kind of structure. This is how the kind of entry points and with
the help of data entry. So, we have to connect with the particular association technique
then we will get some kind of output and when the basis of these outputs we will discuss

the particular you know management requirement.
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And so as far as a measures of association is concerns we have already discussed there
are two tools typically covariance and correlations and it is something the formula is like
this. So, this is covariance formula and with the help of you know X information and Y

information we can actually calculate this.



So, before you start the particular you know testing or empirical testings, we have
already discussed the concept called as an population versus samples. So, most of the
times you are testing empirical testing is on the basis of you know sample statistics. But
if it is population then the particular you know structure is like this if it is sample specific
then the particular structure will be like this, but actually the formula is more or less
same, but it is only with respect to the degree of freedom adjustment or that is the that is
with respect to the sample observations. And against in the last you know unit we have
already discussed the excel spreadsheet and excel spreadsheet has option to report you
the variance statistic and also correlation statistics. And we used to follow the particular
you know you know a command to get the covariant statistics once you have actually X
information and Y information and that must be very consistent right. So, on the basis of
that we can actually in a position to calculate the covariance and then we will interpret as

per the particular requirement.
So, now, we will go a little bit more.
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So, in order to actually, since we have 5 different variables, we can go actually one by
one. So, now, before we start the particular you know as association or the linkage. So,
you see you can go for some kind of scatter plot and then you will find median SAT

score and the graduation rate. So, there you will find these are all different kind of for



what we called as kind of plotting and the plotting itself will give you some kind of idea

that there is a kind of relationships.

So, now the idea is that you know correlation or covariance is a kind of interdependence
technique between the two variables, but it may not give you exactly the kind of cause
and effect, but it will ensure that since there is a relationship or association. So, some
cause and effect relationship is there which will study in the later case or we can examine
in a later stage with respect to regression analytics. But here you know we like to check
whether there is a kind of association between the two variables. If our objective is not to
check which one is the cause and which one is the effect then the association itself will
give you some kind of inference and that to get some kind of you may be in a position to

take some managerial decision.
So, now, corresponding to these, what will you do.
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So, this is what actually the particular structure in the excel sheet you can calculate and
then you can actually you know do some kind of processing to get the correlation
coefficient. So that means, see here, this is what actually the graduation in percentage
and this is the medians course which this is with respect to the previous plotting and you
see here what I have already mentions that you must have uniform observations for the

both the variables. So, this is the data points and exactly the same data points are here in



the second column so that means, it is very much consistent this is the first requirement

and first check before you use this particular analytics.

So, now the second step of this particular process is to find out the mean and this is your
mean of the second variables, then we like to find out the difference you know mean
from the original observation or actual observation that is with respect to X and then this
is with respect to Y. So, then you will find out some kind of deviations of Y and this is
also deviation for you know with respect to Y then you we have to just multiply the
difference between the two variables and then we will report here is the you know you
know combine the impact. Then this is for first observation and it will continue for the
rest of the observation. Then finally, you take this sum, now once you get the sums then
you have to count how many numbers are there means observations are there and that
will adjusted with the degree of freedom. So, this sum divided by the sample observation
that is the degree of freedom n minus 1 and then you will get the kind of covariance
statistics and that will give you some kind of inference about the particular problems

right.

So, I will take you to the excel sheet and let you know how it is actually happening, all

right.

(Refer Slide Time: 13:15)

LR B R TR

Measures of Association

P Correlation is a measure of the linear association between two
variables, Xand Y.

» Correlation Coefficient formulas:
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So, now, this is actually we have already discussed and corresponding to covariance and

this is a correlation kind of structures and both are actually same structure or same kind



of association rule, but the thing is that you know correlation is a better technique than
covariance because it is the unitless measurement technique and corresponding to
covariance. So, the upper part of this, upper part of this correlation is nothing, but called

as a covariance which we have already discussed in the last slides.

Now, if we will divide with the standard deviation of X first variable and standard
deviation of Y that is the second variable then you will get a component called as
correlation coefficient. So, now when you calculate correlation coefficient then this time
your sample adjustment will be by default you know you know adjusted. So, as a result,
you have to just calculate you knows you know covariance of X Y then variance of X
and variance of Y or that is nothing but you know square root of variance that is standard
deviation of X and the standard deviation of Y. So, this is this is the typical formula for
sample and you have to calculate actually covariance first then report the standard
deviation of X and standard deviation of Y. So, you will get a kind of component called

as a correlation coefficient.

Corresponding to the covariance correlation coefficient is very standardized and the
values of the correlation coefficient usually between minus 1 to 1. So, if it is minus 1 that
is the indication is the perfectly negatively correlated, if it is 1 perfectly positively

correlated, if it is O then there is no correlations or there is no association.

So, a higher the movement towards the towards you know for 1 then that is you know
high positive correlation and if the correlation value will be close to minus 1, then it is it
is you know the indication is that it is having high negative correlation between. If it is
close to 0 then it will be having low correlation or if it is exactly 0 then there is no (Refer
Time: 15:21). This is how the interpretation is all about. So, because your objective is to
know what is the association between the two, so you have to, we have to find out what
is the percentage of you know association between the two. So, the correlation
coefficient then that can be transferred into actually 0 to 100. If you square it then;
obviously, then and multiplied by 100 then this will be you know indicated with respect
to 0 to 100 scale right.

So that means, say what is the degree of association between the two variables, if it is say
0.8 then 80 percent if it is 0.9, 90 percent and like that you have to interpret right. So, in

this case.
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So, the association structure will be like this sometimes there is a positive sometimes
there is a negatives and sometimes there may be no relationship that is when that is the
case when you will get r equal to 0 and a positive correlation when r will becoming
positive value when negative correlation, when r is having actually a negative value. And
there may be some kind of non-linear relationship and the picture will be the non-linear
linear shape will be like this. So, it will have some kind of spreading like you know
exponential or something like that so that means, it will give you some kind of non-linear
relationship between the two variables. But whether it is a linear relationship or non-
linear relationship, so there the idea is to just to check whether there is association
between these two variables. So, that is how we are here to discuss the covariance and

correlation tool.
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So, this is how the particular structures which we have already in discussed and then I

will take you to the particular you know, let me take you to the particular examples.
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So, what will we do? So, let us let us go to this particular you know spreadsheet.
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A 1
Year |X1 X2 Ixa- .
1 1992 0.1?: 9.13| 1.08
1993 1.42) 1.28 105

¢ 1994 017 0.48) 031 oo
5| 1995 0.02) 1.33 0.33|commscciz)
+ 1996 0.06) 1.39 0.08
1997 0.23 1.06 0.18
» 2000 0.36) 1.33 037
) 2001 02 2.12) 077
2002 0,07 1.12) 061
n 2003 051 451 157
2004| 0.34) 6.15 161
1 2005 0.05 051 0.13
1 2006 0.18 138 0.11
2007| 0.54) 4.44) 1.13
i 2010/ 007 0.14) 01
1 2011 0.28 4.46) 0.87

So, this is actually the kind of structure what I will just you know a little bit moderate.
So, what will you do, what will you do here. So, the there are 3 variables informations
and that is the you know with respect to tie and you will be find there is there are lots of
you know missing observations. So, what will you do first, we will adjust the missing
observation by simply deleting this particular you know row and then we will do some
kind of adjustment and then finally, you must have a consistent data set and, so we have
no early business here just we are you know interested to know whether there is a

association between X 1, X 2 and X 3 right.

So, what will you do actually? So, in the first instance you need to know what is the
relationship between X 1 and X 2. So, we start with the two variables and it can be
connected with the more than two variables. So, you simply start with here you know
putting equal to sign and then you know give the command here is covariance. So, if you
will give the command about covariance then it will help you to find out to you know
covariance sample here is. So, just click it and then you just indicate the sample range
and against followed by indication of the second sample range and then you close the
loop you will get something you know correlation covariance like this right. Similarly
you can find out the correlations by you put simple equal to then you know put actually
correlation command and then you will get some kind of correlation matrix here. Then
against you indicate some range here is up to this and then again you indicate this same

range here up to this then you just put you know close the loop and then enter.



So, see here, it will not work because if you check there then it is not actually consistent.
So, what will you do again? So, you just go to this particular you know row against then
you indicate the a first row up to this 2014, then you know put comma and then you start
with the second row and against | think. So, this will give you some kind of correlation
coefficient and that is with respect to X 1 and X 2. So that means, you know just putting
equal to signs and then you can obtain the covariance and correlation and in fact, what
will you do. So, you can actually just you know simply delete and then you go to the data

and then data analysis packets.
(Refer Slide Time: 20:31)
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A By
Year X1 X2 X3
¢ 1992 0.17) 9.13| 1.08|
1993 1.42| 1.28 105
i 1994 0.17) 0.48 031
5| 1995 0.02 133 033
o 1996 0.06) 1.39) 0.08|
1997 0.23 1.06| 0.18
» 2000 0.36 1.33| 0.37
» 2001 02 2.12] 077
w2002 0.07) 112 061
n 2003 051 451 157
12 2004 0.34 6.15 161
1 2005 0.05 0.51) 0.13
1 2006/ 0.18| 138 0.11
2007 0.54) 4.44) 113
w2010 0.07) 0.14

So, if you click here data analysis package then you will find plenty of you know
statistics are here. So, what will you do here? Just you first connect with the covariance

and put ok.
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DYear X1 2 K3
: 1992 0.17) 9.13| 1.08|
1993 1.42| 1.28 105
¢ 1994 0.17) 048 031
s| 1995 0.02) 133 0337
¢ 1996 0.06 1.39) 0.03|
» 1997| 023 1.06| 0.18
+ 2000 0.36 1.33) 0.37)
) 2001 02 2.13) 077
1 2002 0.07) 112) 061
n 2003 051 4.51) 157|
2 2004| 0.34 6.15 161
1 2005 0.05 0.51) 0.13)
1 2008 0.18 138 0.1
2007 0.54 4.44) 113
i 2010) 0.07| 0.14)

So, this will ask you to give you know a range of these two variables. So, you just
specify the range of two variables same sample observation. Then you will get actually

simply a covariance matrix right.

(Refer Slide Time: 20:48)
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1 Column 1 Column 2 Column 3
2 Column1 1

3 Column2 0.094823 1

4 Column3 0502608 077238 1
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So, covariance of you know X 1 upon X 1 covariance of X 1 and X 2 then against
covariance between X 2 and X 2. So, this is how the typical structure; that means, if you
have actually a more than two variables then you know you defined a structure called as

you know variance and covariance matrix. Similarly if you have more than two variables



you can find a structure called as you know correlation matrix right. So, what will you do
here? So, the same sequence you just again go to the data and then again you choose the
data analysis packets then you apply correlations then when you click correlation it will
ask you to indicate the particular requirement. So, now, there are 3 variables we like to
know what is the association between these 3 variables, and then you just you know
indicate with all these 3 variables together with all samples, then you put ok, just this

will give you something like this.

So, you see here is the difference you see here the difference. So, this is actually
correlation matrix and you see here. So, the correlation between same variable will
always equal to 1, then this is first variable second variable and third variables, and this
is also first variable second variable and third variable. In this particular you know
indication is nothing, but you know correlation upon X 1 upon X 1, then this is nothing
but correlation upon X 1 upon X 2 this is nothing but correlation upon X 1 upon X 3 and

similarly this is X 2 upon X 3.

So, these are the 3 correlation coefficient we will get, but this one, this one is in all these
diagonal elements are 1 because you know when you correlate one upon another you
know same variables then the correlation coefficient will be always equal to 1. So, this is
actually standardized you will see here the correlation coefficients are lying between
actually 0 to 1 only. So, now, similarly if you go to this spreadsheet against then you
know you just again go to the data analysis package and then click here is again you put
covariance compared to you know correlations. Now, you just you know already

indication is there. So, just you put to ok.
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So, this is actually with respect to two variables right this is with respect to two variables
and we can actually have a with respect to with a 3 variables also. So, then in this case

against you go to the data package then covariance then you put ok.
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¢ 1996 008 133 009
1997, 0.23 1.06] 0.8

¢ 2000 036 133 037
, 2001 02| 212 077
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v 2004 034 6.15 161
u 2005 005 051 013
2006, 0.18) 1.38| 0.11
s 2007] 054 444 113
© 2010, 007 0.4 0.
s 2011 028 446 087
i 20120 0.03) 0.16| 0.03
w2013} 0.3 149 0.1
2014/ 0.07) 594 094
: 2016] 0.13]

Now, you know reset this particular process you indicate with respect to all the 3
variables simultaneously and with the all samples you see here all samples are you know
uniform then you put ok. So, you will be find the correlation covariance matrix is like

this.
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This is what the covariance matrix see here. So, the covariance matrix will be like this it
will not be in kind of standardized format compared to the correlation. So, the correlation
matrix is a correlation matrix is here sorry this is. So, yes this is the correlation matrix

and this is what the covariance matrix.

So, now, both are having actually similar kind of structure, but the thing is that you
know. So, the idea is that you know we like to know what is the association between the
two variables or between these 3 variables and in the case of covariance it will give you
some signal and correlation also give the same signal, but correlation is the kind of
standardized technique. But covariance is not actually standardized technique. So, when
there is a kind of comparative kind of situation. So, it is better to use correlations rather
than you know covariance because correlation is a standardized tool. So, that you know
you can compare you know very easily. For instance there are 3 different projects and all
projects revenues are reported in some currency, country currency. Let us assume that
there are 3 projects and 3 different countries and the revenues are reported in 3 different

local currency.

Let us say Indian currency, USA currency and UK currency then obviously, if you apply
covariance then the covariance between X and Y will be in Indian currency again USA
currency and UK currency. So, now so far as a comparison is concerned, you have to go

to the currency calculator then you will convert and after that you can compares, but



correlation is the you know I have means it is the beautiful technique. So, you need not
require actually currency calculator. So, you just you know connect with all these 3
variables it will be automatically make the particular component unitless. So, then you

can in a position to compare and conclude as per the particular requirement.

So, this is how the correlation structures will help you to take decisions and now come

back to our original discussion here.
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Example 4.22 Using the Correlation Tool
(Colleges and Universities data)

A B c D E F
1 Modian SAT Acosplance Rate Expendifures/Siudeni Top 10% WS Graduation %
2 Medan SAT 1
3 Acceplance Rale Q601901958 1
4 Expenditures/Siudent  05TZNT -0 284254415 1
5 Top 10% HS 0 50346799 0 BOAT2NT2 0 505782049
B Graduaton % 0564 146827 055037751 0.042500514 0139612667 1

} Lower acceptance rate, higher median SAT

} Lower acceptance rate, higher % top 10 HS students
} Lower acceptance rate, higher graduation rate

} Higher median SAT, higher graduation rate
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So, this is how our actually the way I have discussed the particular you know problem in
the excel sheet. So, now, here is we have our original problem is like this. So, we have 5
different variables median SAT score, acceptance rate, expenditure per students and top
10 percent of HS, and graduation rate. Now, all these variables if you connect with
actually you know software, software will give you results like this, which we have

already discussed and this is actually correlation matrix among these 5 variables.

So, now, you will be find the way we have already discussed. So, all the diagonal
elements are one. So, that indicates that you know the variable upon variable is always
equal to 1 that is perfectly correlated and other cross correlations are in between 0 to
minus sorry minus 1 to 1 and some where we will find negative correlation somewhere

we will find positive correlation.



For instance, median SAT score with acceptance rate is coming negatives that is minus
0.60; that means, there is a 64 percent association between the two, but their relationship
is completely negative. Similarly median SAT square with the expenditure per student it
is coming 0.57 and; that means, 57 percent and the relationship is positive similarly
median SAT score with the top 10 percent of high school. So, this is coming 0.50 and
that means, 50 percent associations and that is positively related to each other again.
Then graduation percentage and median SAT score is also positive and they the

association, degree of association is a 56 percent.

Then again with respect to acceptance rate then you have expenditure per students it is
coming negative and then again top 10 percent of HS with acceptance that it is also
coming 6 minus 61 percent. So, negatively related then a graduation percentage and
acceptance rate is also negative and the percentage association is 55 percent and then
expenditure with top 10 percent of HS it is a positive and graduation with expenditure
per student it is also positive, but it is a very low correlation that is 0.04 that means, 4
percent and then top 10 percent of HS with graduation it is coming actually 14 percent.
So, now, this is how the particular you know standardized you know inference or the
kind of output which you have obtained through the technique called as you know
correlation and the same data you can connect with the covariance, but the covariance

results will be coming like this, but it will not be in a kind of standardized format.

But when you will be transfer into correlation then this is in a standardized format and
you are in a position to explain in a better way. So, now, so obviously, our idea is how to
interpret this result, so far as you know management decision is concerned. So, far as
you know acceptance rate and SAT score is concerned. So, the first correlation
coefficient that is minus 0.60. So, now, the interpretation will be like this lower the
acceptance rate higher is the median SAT score. Then second one is the acceptance rate
with a higher you know this ones a higher percentage of top 10 HS students. So, lower
the acceptance rate then top 10 percent of HS score will be higher. So, then lower the
acceptance rate higher graduation rate because this is again negatively correlated to each
other. Now, coming to coming to median SAT score with the graduation rate. So, median
SAT score with the graduation rate this is coming actually positives. So, as a result, so

the interpretation will be higher the median SAT score higher is the graduation rate.



So, likewise you can compare with the other you know and like you know other situation
like expenditure with a graduation then tip to top 10 percent of HS with the graduation
and so on. So, the whole idea is you know you have to check the results then you see
whether the relationship is positive or the relationship is negative then accordingly you
can apply the strategy or you have to take a management decision. If course, this is not
enough, after getting this correlation that need to be actually statistically tested which we
will discuss in the later stage in the predictive analytics and prescriptive analytic case,
but here is in the meantime with the available information or output you may be in a
position to address the problems and you may be in a position to take some kind of

management decision right.
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So, now corresponding the examples or the kind of correlation which you have discussed
is called as you know simple correlation structures. But you know when you have more
than you know two variables then and the correlation coefficient can be divided into two
parts against that one part is called as a partial correlation coefficient another part is
called as a multiple correlation coefficient. So, partial correlation coefficient is nothing,
but actually if there are 3 variables. Then the relationship between two variable keep in
third one remain constant. For examples in the business type of you know situations. So,
you like to trace the link between price and demand subject to advertising expenditure
you know given right. So, with a particular level of advertising expenditures you like to

trust the impact or the association between price and demand.



So, likewise you will find plenty of such examples where you know partial correlation
coefficient can be applied and this is the simple formula through which you can apply the
partial correlation coefficient, so r 12.3, the standard formula is like this standard formula
is like this. So, this is what actually. So, it can be it can be 13.2 it can be 23.1. So, like
that you know you will find actually different kind of association structures ultimately.
So, you will get a correlation coefficient and again it will be in between minus 1 to 1, but
whether it is a partial correlation coefficient or multiple correlation coefficient. So, the
inputs to these partial and multiple will be the simple correlation. Since there are 3
variables, you have actually a 3 different kind of correlation coefficient one will be r 12,

r 13 and r 23 these are all 3 simple correlation coefficient.

Then on the basis of you know reporting 3 simple correlation coefficient you can
calculate partial correlation coefficient that will be again 3 types and then you will get
some kind of multiple correlation coefficient. But whether it is a partial correlation or
multiple correlation it will be also in between the minus 1 to 1, but simple correlation
coefficient interpretation will be different partial correlation and multiple correlation
coefficient you know structure will be different. And with the help of you know simple
correlation your managerial decision will be something different again with respect to
partial and multiple the management decision will be different right. So, this is
multivariate kind of scenario, but in the case of you know simple this is a bivariate kind

of scenario.
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So, now like the partial correlation multiple correlation can be calculated like this. So,
here the multiple correlation coefficient structure will be a between you know 3 variables
then R 1.23, R 2.13, R 3.12. Say corresponding to partial correlation point r 12.3, r 13.2
and r 23.1. So, these are all 3 partial correlation coefficient and these are the multiple
correlation coefficient. And this is actually simple structure of you know multiple
correlation coefficients, so that means, in the we will it detail discuss about this multiple
correlation coefficient in the case of regression analysis because in the case of multiple
regression coefficient here you are connecting with a particular you know variables let us

say dependent variables corresponding to two independent variables.

But whether it is actually partial and multiple, our idea is it to know what is the kind of
association with respect to multiple kind of involvement or multiple variables
involvement. So, in any case, these are all association kind of rules through which you
can actually analyze a particular business problem and then accordingly you can take a

management decisions.
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So, now with this we like to conclude here. So, the topics of you know discussion is here
with respect to covariance, correlations, variance covariance matrix, then correlation
matrix, the structure of partial correlation and the structure of multiple correlations. So
that means, technically in a business kind, any kind of business environment we may

have a multiple kind of variables involvement to address the problem and to take a



management decision and then association techniques like covariance and correlation

can be applied to solve the problem and to take some kind of management decisions.

For instance actually a price and demand. So, there is a link if you find there is
association then you like to know how much price you can change. So, that you know
demand can be increased or how much you know price you can decrease. So, that
demand can be like that you know you are supposed to know something you know with
the help of association rules. So, if it is actually coming positive correlation then your
strategy will be different, if it is coming negative correlation then the strategy will be
different. So, that is why, you must be very careful how to get all these you know outputs
and on the basis of these outputs and I am very sure you may be in a position to take
some kind of strategy to you know solve your you know management problems and
accordingly your decision will be very effective and efficient which we actually need

with the help of business analytics right.
So, with this we will conclude here.

Thank you very much.



