Design and Analysis of Experiments
Prof. Jhareswar Maiti
Department of Industrial and Systems Engineering
Indian Institute of Technology, Kharagpur

Lecture — 15
ANOVA - Estimation of Model Parameters and Adequacy Test

Welcome, we continue ANOVA in this lecture we will discuss estimation of model

parameters and test of assumptions test of assumptions.
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So, let us see the contents. So, first estimation of model parameters followed by

confidence interval for model parameters.



(Refer Slide Time: 00:44)
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* References

Source: This lecture is prepared based on “Design and Analysis of Experiments”
by D € Montgomery, Wiley, 8" Edition
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This estimation of model parameters followed by confidence interval does mean that
(Refer Time: 00:55) interval, estimate when as there are many comparisons possible

here.

So, simultaneous confidence interval another concept which is important, then the
different tests and they are states test, test of assumptions. So, different assumptions and
their tests like normality and homoscedasticity assumption and actually this again taken

from the same book design analysis of experiment by Montgomery.
(Refer Slide Time: 01:29)

Estimation of the Model Parameter

Estimator for the parameters in the single-factor model:

Y =HAT e,
Then, overall mean, £ =Y

And ireatment effects, 7= -7 IR
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Let us now see the model. A model is y 1 j ANOVA model, mu plus tau i plus epsilon 1 j.
So, what are the model parameters here mu and tau i in addition you require to compute
also errors, which is basically after computation there is known residuals. So, what we
want to estimate? We want to estimate; we want to make a grand mean, we want to

estimate treatment effect, treatment effects, we want to estimate residuals.

So, already I have given you already because say if you recall the general data 1, 2 like I
then it is A, and this side 1, 2 dot dot dot j, and then n; you will find out that somewhere
y 1] is there and the corresponding y i dot bar and the grand average is y dot dot dot bar. |
have given you earlier. So, these mu estimate grand mean estimate is grand average from

the data point.

And then individual mean estimate is individual label means, then tau i estimate is mu i
minus mu 1 minus mu estimate minus mu 1 estimate which is basically y 1 dot bar minus
y dot dot bar, then another estimate will be residual. So, treatment third one is residual.
Residual means that is basically if I say residual epsilon i j cap, then this is nothing, but
observed value minus predicted value I am writing it again because there is a there is

some yijcapisyepsilonijcapisyijminusyijcap.

(Refer Slide Time: 03:54)
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So, these 2 this is basically. So, what is y 1 j? y 1 j is mu plus tau i plus epsilon i j now
what will be then y 1 j cap this will be mu cap plus tau i cap. So, again tau i is basically

that is mu cap plus tau i is mu cap minus mu cap. So, this is nothing, but mu i cap which



is nothing, but y bar i dot so; that means, the predicted value is the individual level
average, then residual is individual observations minus y i cap then this will be y 1 j

minus y bar i cap.

Now this is estimate of residuals; this is what is known as estimation. Now we are

primarily interested to on two things; one is that estimate of mu i.

(Refer Slide Time: 05:19)
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Similarly estimate of tau i which is mu i cap then your tau i cap. So, then what do you
require? You require to know the point estimate which is which is point estimate which is
mu i cap point estimate is y bar 1 dot and you also require to know interval estimate; that

means, 100 into 1 minus alpha percent confidence interval.

So, in order to know the interval estimate you require to know the distribution of y i cap
what will be the distribution of y i cap? Here you have to you have to know hint what the
time being we can say that this is basically mu 1 and sigma square by n. If y 1] is
distributed and mu i and sigma square, then y 1 cap y bar i dot bar this will b mean value
will be same mean value and variance part will be sigma square by number of

observations sigma square by n.

If you know this then you can go for interval estimate now here what if you what interval
estimate you want? You want interval estimate of this. So, as a result you require to know

the sigma square value. Sigma square that estimate is nothing, but here MSE by that is



MSE sigma square will be MSE or other way you can we can write like this m s suffix E

you please keep in mind MSE is an estimate of the variability of y across different levels.

So, I hope that you understand it, now how to get it. So, if | create a my random variable
y 1 dot cap minus its expected value divided by square root of variance, then this will
follow which distribution. Here now z and sigma is not known estimate t distribution. So,
t distribution this will be minus t this will be plus t, what will be the degrees of freedom
40, what is available after calculation of the parameters like variance; that means, your

availability will be N minus a here.

(Refer Slide Time: 08:45)
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So, what do you do then your case is something like this t distribution this side plus t N

minus a this is minus t N minus a.

Suppose you consider alpha by 2 this side and alpha by 2 to this side, then your 1 equal to
minus t N minus a alpha by 2, and u equal to t alpha by 2 N minus a. So, probability I
less than equal to that y bar minus expected value of y 1 dot bar minus expected value y 1
dot bar divided by square root of variance of y i dot bar this will be less than equal to u
equal to 1 minus alpha you want this, this is what we have we have written here that 1

value is this will be alpha by 2 and this will become alpha by 2.



(Refer Slide Time: 09:48)

So, now you know this they what will happen then? That means, minus t n minus a alpha
by 2 less than y i dot bar minus mu i divided by square root of MSE by n, because y i this
sigma square is MSE by n less than less than or less than equal to y i dot bar minus sorry
equal to plus t N minus a alpha by 2. So, the resultant quantity will be what you see

resultant will be y 1 dot bar minus t alpha by 2 N minus a variance part mu 1.
(Refer Slide Time: 10:30)

Point and Confidence Interval Estimate

Point estimate of # would be,  =#*7,=J and confidence interval estimator
for the ith treatment i.¢. a 100(1-0) percent confidence interval of # is

- 'MS = ’MS
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This is the confidence interval 1 into 1 minus un alpha percent confidence interval for

mu 1.



(Refer Slide Time: 10:47)

Confidence Interval Estimate

100(1-e) percent confidence interval on the difference in any two treatments
means, say # -, would be

[ [zus
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Now, now what will happen for the 2 difference between 2 treatments. So, we were
interested to know mu i minus mu j, because suppose what is the tau i. Tau i is mu i
minus mu what is tau j? Tau j equal to mu j minus mu then if I want tau i minus tau j this
will be then mu 1 minus mu j. So, if you want to know the difference between 2 treatment
then what will happen the responds what is mu 1 minus mu j estimate, that will be y i1 dot
j bar minus y j dot bar this will be an our a random variable of interest and its standard
deviation of the same way you will compute and you will find out this. That y i bar y i
dot bar minus y dot j dot bar minus d alpha by 2 minus a root over 2 MSE by n, less than

equal to this less than equal to this is plus.

Sorry its correct y i dot bar minus y dot j dot bar plus this is plus and this is minus y 2
MSE by n is coming, because you have y i sigma square by n plus sigma square by n,

because of the difference between these 2. So, this formula, what will happen now?



(Refer Slide Time: 12:25)

Simultaneous Confidence Interval (SCI)

If, r such 100(1-a) percent confidence intervals of interest, the probability that
the r intervals will simultaneously be correct is at least (1-ra). The probability
ro is often called the experimentwise error rate or overall confidence co-
efficient,

The SCI of ith treatment mean #: 1s
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You are suppose you are comparing how many means? Suppose there are a means.

(Refer Slide Time: 12:30)
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Because a level means a I means. So, if you compare twelve together in ¢ a sorry ac 2

comparison pair wise comparison will be there pairwise comparison. So, if I have 3 that
mean then y 1 bar suppose mu 1 mu 2 and mu 3; mu 1 versus mu 2, mu 1 versus mu 3
mu 2 versus mu 3; 3 comparisons possible; now, every time if I consider here 100 into 1
minus alpha percent arbor a confident here 1 minus alpha percent confident here, also 1

minus alpha percent confidence. So, as all those things are basically, we are considering



simultaneously what will happen basically suppose if 1 minus alpha is 0.9 for 3 case then
0.9 into 0.9 into 0.9, I mean 8.81 into 0.9 that mean 92729. So, that collectively what will
happen your overall confidence level reduced to this, this will reduce to this one. So,

what happen in order to put it that suppose you want to become 95 percent confident.

in order to put these the if you have p number of comparison or r number of
comparisons, what do you do basically every time you the alpha, this alpha you do you
equally divide it divide it by r. So, instead of 100 into 1 minus alpha you do 100 into 1
minus r alpha. So, you here it is 100 into 1 minus r alpha 100 into 1 minus r alpha like
this. So, what do I mean then? Suppose I want this is some result t distribution you want

this side alpha by 2 this side alpha by 2.

(Refer Slide Time: 14:52)
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Suppose first comparison pair this, first this side and this side suppose this and this is

this. So, this side alpha is coming this also alpha by 2 is coming, now the resultant will
become less. So, as a result here instead you writing alpha by 2, here also alpha by 2,
alpha by 2, alpha by 2, institute for 2 comparisons I am difference I am talking here
instead of then what do you are basically doing you are making this portion this portion

smaller.

So, you have this; so, for every individual you require the; so, everyone you now make it

even smaller alpha by 2 r, this side also alpha by 2 r. So, if you make stricter confidence



then when you collectively multiply them if they are independent. So, ultimately you will

result into 1 minus alpha into 100 percent see here.

So, as a result this is known as Bonferrroni approach. So, this Bonferroni approach is
giving this one is; so, everything is as it is only t alpha by 2 r; when you have r number
of comparisons this is known as simultaneous confidence interval. This is the individual
confidence inter interval, this is another individual confidence interval; simultancous one
maybe like this. So, I mean this portion this portion, this will be out simultaneously

collectively it is a ellipse kind of thing.

So, in order to capture or take care of this portion, you are dividing by r and ultimately
when you multiply. So, this means in this zone or the hyper the ellipse side level you will
be able to do it, this is the formula. So, simultaneous two treatment means also similar

case.
(Refer Slide Time: 17:06)

Simultaneous Confidence Interval Estimate

The SCI of the difference in any two treatments means
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Here two different treatments, here I said that treatment difference or two different

treatments first treatment and second treatment maybe two different two difference.

So, then how do you treat r? r will be number of treatment, when you are going for
treatments simultaneously, when you are going for treatment different pairs. So, r will be
number of pairs that is the issue. So, y 1 bar minus y i j and then again t by alpha by this

one. Let me repeat here what happen? You are comparing finding out the confidence



interval for single mean and alpha by 2 is the level of significance, here you are saying
there are r treatments you if your r different confidence level of interest, but they are

occurring simultaneously you want simultaneous part.

So, alpha by r that is what you are considering, then here what happened that diff 2
difference in two treatments means, only one pair here what happened your considering

all the simultaneously all the pairs. So, by r is coming.

(Refer Slide Time: 18:29)
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So, if I have 3 pairs or 3 treatment in the first case if I choose alpha equal to 0.05, then
alpha by r will be 0.05 by 3, then when I say t alpha by 2 r then it will be nothing, but t
0.05 by 2 into 3. So, you have to add and then according and also N minus a is the degree

of freedom you find out from table what is this value.

This approach is known as bonferroni approach.



(Refer Slide Time: 19:05)
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Assumptions of ANOVA

+ Samples are drawn from a normally distributed population

+ There exists a common variance for all populations

+ All samples drawn from population are independent to each other
and identically distributed

+ The effects of factors are additive in nature
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So, this is what is confidence interval estimation. Now what happened I will tell you very
quickly something an assumption of ANOVA now what are the assumptions? Say we
ANOVA is normally distributed with mean 0 and variance sigma square (Refer Time:
19:33) suppose this side Y 1 j and this side your fact A, A level one then level 2, level I
level A then what will happen here if you take n observation suppose your data represent

like this, here it should be like this, here may be it is like this here it may be like this.

This is what is the variability part in y for different levels, this spread should be equal
that is what we are saying sigma square this is known as Homoscedasticity. Now this is
one of the assumptions here we have written common variance that mean the variance
across different level equal. Another one I said which normally distributed also normally

distributed that also you require to test. So, you also required to test normality.

So, I already told you how to do this kind of test, that be normality test and
homoscedasticity test we will explain. Another assumption is that every observations are
independent and they must be identical to identically distributed if they are coming from
normal population all are coming from normal population with that particular parameters

of normal distribution.

If they are coming for some other population it is true for everybody, but all are

independent and identically distributed and the effects of factors are additive in nature



means if you increase factor level from 1 to 2, the effect in on response will be same if

you increase from 2 to 3, that additive effects what we are talking about.

(Refer Slide Time: 21:30)

Normality Checking:
Quantile-Quantile (Q-Q) Plot
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So, we have already take seen this quantile. Quantile plot in normal distribution lecture, I
have showed you how to develop the quantile quantile plot, an that plot I was actually
shown to you. So, quantile qauntile plot means you find out cumulative probability then
corresponding z value, then observed value what are observed value, but what are z
value you plot you will get a straight line like plot and if it is a straight line then it is

normally distributed.

If it is deviating from the straight line, significantly then it is not normal.



(Refer Slide Time: 22:08)

Homoskedasticity cheking:
Bartlett’s test
+ Bartlett’s test is used to check the equality of variance among treatments

* Hypothesis: i —
L - e

a

H, : above not true for at least onc o

+ Sampling distribution of the relevant statistic is closely approximated by the chi-square
distribution with (a-I) degrees of freedom when the a random samples are from

independent normal populations, = (- a)logy 52~ 3 (1, Dlog, 57 —
where i = Al
: q iren o
1u=2.5{}2(:: emlies "t;lw_ By (N-w) 1

g -
‘ (X -a)

+ Bartlett’s test is very sensitive to the normality assumption.
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And for equality of co variance or homoscedasticity purpose, you require to do Bartlett
test. So, what is Bartlett test? In Bartlett test we assume that null hypothesis is the
variances are equal. Sigma 1 square equal to sigma 2 square equal to sigma s square;
alternate hypothesis is at least one of the variance is different from the others. So, then
what you require, you require a appropriate statistics that will ultimately talks about the
null hypothesis case under null hypothesis, some appropriate statistics and that statistics

is chi square what is what is basically developed by Bartlett.

So, what do you Bartlett has done that chi square is 2.3026 onto q by c, this is the
quantity which follows chi square distribution with a minus 1 degrees of freedom. So, if
you ask me how what it is derived is not your job, it is the statistician who has made it

Bartlett has done it. So, these quantity now q and ¢ formula is given.

So, my request to all of you go to the chapter 3 of Montogomery and find out this
formula and this is the formula for q and ¢ because other values are known if data is
available to you. And then these quantity follows chi square distribution with a with a
minus 1 degrees of freedom, find out the threshold r alpha and accordingly you do the
test the way normality test is a sorry the way hypothesis test is done thank you very

much.



(Refer Slide Time: 24:04)

Bartlett’s test (Contd.)
Conduct Bartlett’s test for the following data:

Factor
Ground Observalions (Replications) Motal  [Average
lutier
Low (1) 90 3 96 84 100 92 92 8L 71 | 90125
Medium (2) | 102 L2 106 90 105 97 96 B0 773 | 96625
High [3) 114 93 1m 91 108 9% 9% 8 794 | 9925
286 [95.33333
Hypotheses are:
e S B ]
o= ==

H, : above not true for at least one o
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But we have some more points to tell some examples like the Bartlett test for the first
example, reader scope example here what happened using Bartlett test what you have

found out that.
(Refer Slide Time: 24:15)

Bartlett’s test (Contd.)
From the data after computing, we get
8} =39.55357; §; =72.55357; 8% =121.0714
Then

§i= 7x39.55357 +7x 72.55357 +Tx121.0714
P 21
q=2lxlog,,(77.72618) - Tx[log,,(39.55357) + log ,(72.55357) + log,, (121.0714)] = 0.91

IR
zlt—| === |=].063
i +m{7 21] o

=T7172618

And, the test statisticis % 2-302“1_0&5 197

From table, Zis; =599
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Chi square computed one is 10.97, but tabulated 1 is 50.99 so; that means, the tabulated
one is much more than the computed one. So, you cannot act reject null hypothesis fail to
reject null hypothesis. So, that mean the variability across the levels are not different,

there is equality of variances across different levels of ground clutter.



(Refer Slide Time: 24:45)

Bartlett’s test - Example 2 (Power data)

Apply Bartlett’s test to the etch rate data.

' I -
w)

b1:3 52 530 539 510 2756

565 b ] 390 i B0 37

160
180
200 600 651 610 637 6y |
m -] 00 ns 685 uld 3335

Summary
We cannot reject the null hypothesis,

Averiges
5512
5874

o7

There is no evidence to counter the claim that all five variances are the
same. This is the same conclusion reached by analyzing the plot of

residuals versus fitted values
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Calculations
T‘ = 400.7, W = 280.3; S, =421.3; and Q‘ =2325

_ 4(400.7) + 4(280.3) + 4(4213) + 4232.5)

T3 =337

5

= 16 log,(3337) — 4[log, AT + log, 2803
+ logyd21.3 + log,232.5) = 0.21

S 1104 ST
r—I+E(1 |6] 110

N o21)
Xi = 23006 o = 043

(Refer Slide Time: 25:41)

Now, the in the second case power factor level case also we found out that chi square is
0.43 and computed one will be will be much more, because you know the computed one
will be chi square a minus 1. So, 4 minus 1 is 3 and alpha and then like this like you will
calculate for certain alpha point 0.05 with 3 some value will be that value will be there,
but here all though I have not given in this, but montogomery book, that is available
what is this value from table you see it is a you have to see it there is no evidence that
claim that all 5 that 1 2 3 4. 4 variances are the same this is the same conclusion it is

mainly in the plot of the residuals these are the some plots later on.




Any how you must see that computed chi square, tabulated chi square, confidential
square less than tabulated fine the variances are equal. In fact, there is another method

for most (Refer Time: 25:57) is checking that is known as Modified Levene method.
(Refer Slide Time: 26:00)

Homoskedasticity cheking:
Modified Levene’s test

+ Modified Levene’s test is robust to departures from normality.
+ To test the hypothesis of equal variances in all treatments, the 1t uses the absolute
deviation of the observations ; in each treatment from the treatment median, say, J; .

(=2

d, =|.V, =5

j=|,2:-"!":'

* The modified Levene’s test evaluates whether or not the means of these deviations are
equal for all treatments.

+ The test statistic for Levene’s test is simply the usual ANOVA F statistic for testing
equality of means applied to the absolute deviations.
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What is there in Modified Levene method? So, you find out the median from each form

each level of data for example.
(Refer Slide Time: 26:09)

Modified Levene’s test - Example
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watershied, and the resulting discharge data (in cubic feet per sceond) are shown Wbk M 1 SLTTE I ]
in the upper panel of the table below. The analysis of variance for the data, Esx il B i1
summarized, implies that there 1s a difference in mean peak discharge estimates T hix 3
given by the four procedures. The plot of residuals versus fitted values, shown in =
figure, is dinllufhing hﬂ:tlu.r;: the ::ulwnrd:nlx-ning funnel shape indicates that the , B . :
constant variance assumption is not satisfied. ™
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Suppose this is the data set, this is my level one and these are the observation find out the

median of it.



So, second level out of this 5 observation 6 observations find out the median, third level
find out the median, fourth level find out the median, then subtract each row data by the
respective median not mean and then you will be getting this kind of data. This data is
nothing, but this minus median and the mod of that data only; that means, if you go back
d 1j is equal to mod of y 1 j minus y i median. So, then you are from this original data
you are getting the deviation data. Now you use traditional ANOVA with the deviation
data.

And the if there is difference, then mean of this deviations you just test. If the mean of
differences across different levels are different, than the variance are different otherwise
this is equal. So, here with another interesting example, we found out that using
Modified Levene test, we found out that p value is less than 001, computed value is

seven point 76.07 and then tabulated will be much lower.

So, what I can say that there is there is difference for example, in the first level this s the
this is the spread, second level this s the field, third level this is the field fourth level this
is spread. So, what is the spread here then? So, arrow spread is also sigma square. So,

level 1, 2, 3, 4 first level spread is like this you just see the minimum to maximum.

This is minimum to maximum speed like this second one second one like this third one
third one like this, and in fourth one fourth one is also like this. So, it is if you add this, it
is basically making a finagling of it. So, when your data represent this kind of finagling

effect either towards left finagling towards right or it may.

So, happen here is the maximum here is lower, here is lower, here is lower. So, maybe
finagling to the left, when you your data suppose this is y i j and these are the factor level
1 2 3 4 different level. So, if your data represent like this then finagling right or finagling

left, then there is change in these is variability difference in variability.

Usually we not use y i j we use the residual epsilon 1 j, residual in the residual plot you
will you will come to know all those things. So, if your data represent random pattern
something like this whatever may be the level, but these are all random here here here
here there is no finagling left or finagling right, then this is homoscedasticity data
otherwise it is a heterogeneous, heteroscedasticity a they are variances across different

layers are not same very important one.



(Refer Slide Time: 29:37)
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So, then I hope that you now you are comfortable, you will become comfortable with
ANOVA in the previous lecture and this lecture last tool. In fact, last three lectures we
talked about ANOVA and we have given starting from ANOVA model then partitioning

the observation.

(Refer Slide Time: 29:53)
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Then partitioning the sum squares then ANOVA table, then f test, that is hypothesis test,
and then what happened we estimated the parameters, then the we have seen the mean

and point estimation and interval estimation, we introduced a concept called



simultaneous confidence interval using (Refer Time: 30:25) approach and then the taste
of assumptions, test of assumption, normality test, variance taste, and then there will be
there will be taste like independent test, independent observation test; that means, the

data are not related to each other; so, there are so many things.

Thank you very much.



