
Total Quality Management - I
Prof. Raghunandan Sengupta

Department of Industrial and Management Engineering
Indian Institute of Technology, Kanpur

Lecture – 21
Basics of X bar and R chart

Very  good  morning,  good  afternoon  and  good  evening  my  dear  students  I  am

Raghunandan Sengupta from IME department IIT, Kanpur. 

(Refer Slide Time: 00:24)

So, this is the total quality management. 

So, this is the total quality management one course and if you remember we had covered

a lot in the last few lectures about OC curves LTPD concept AQL concept then military

norms of statistical quality control, then one state sampling double samplings equation

sampling, how the rules can be formulated depending on the values of n 1, n 2, d 1, d 2 c

and all those values and then in the later part I do understand I did give a very brief

background of r, because r is basically statistical packages which is free and it can be

downloadable.

So, once somebody’s acquainted with that many of the works either in quality control or

in  statistics  in  optimizations,  in  area  of  application  in  engineering  anything  you can

safely use r, and that being free one which is exploding in a very positive manner with lot



of library functions been added people can definitely use that. I had just given a very

brief  preview of  how to create  columns,  vectors  and matrices  and how to recall  the

numbers once you are aware data structures for that are should not be difficult.

And then in in the last lecture which was the twentieth one, we had the fag end I did start

about on the concept of quality charts control charts and what was the essence or the

difference between the variables in the attributes I did mention, and then will slowly go

into x bar charts and r charts. So, if you remember at the last moment of the lecture I did

mention that r or which is the range chart gives you some informations, which is in a

way a type of variability or dispersions based on that we do different type of studies

using quality control charts. So, with that we will start the 21st lecture.

 (Refer Slide Time: 02:31)

So, when you are taking samples. So, in a big population you pick up samples and your

main  task  is  to  basically  understand  the  properties  of  the  population  using  the

characteristics of the sample check how close the characteristics of the samples are with

the properties of the population and then make meaningful judgment about the overall

population from the sample you consider and if you remember that I did mention in little

bit details that cost structure is also important.

So obviously, it will mean that the more number of observations you take that means,

increase the sample size it will have a negative impact on the total cost which means

total cost would increase which is negative for you, but at the same time the efficiency



would increase; that means, this efficiency of prediction forecasting estimation would

increase, but you have to make a compromise where to draw the line. So, continuing to

that to measure the process we take samples, and analyze the samples or sample statistics

following these steps.

So, what you do is there samples of the product say five boxes of the machine line are

taking, they have a varying weight you basically find out the weight and try to find out

the range between reach the weights vary or say for example, jam models are coming

from the production line or say for example, some tyrod are being manufactured in the

production line and they are coming out of production line you measure either the weight

of the jam models or try to find out the length of the tyrod or they may be say for

example,  some heavy equipments  coming out,  and you want to measure what is  the

tensile strength of a particular part of that machine or you are manufacturing steel wires

and you want to basically find out the young’s modulus or some paint is coming you

want to check what is the pigmentation level of pigmentation of this paint or see for

example, some car is being manufacturer you want to basically test the brake horsepower

capability are the car.

So, they can be different things or say for example, some coolant is being manufacture

for high and manufacturing units they can use that coolant. Coolant means the; you are

using CNC machines,  you are using sophisticated machines and they are doing some

mechanical work you want to cool down the overall process. So, use very sophisticated

coolants you want to find out the viscosity of the coolant. So, all these things may be a

part and parcel of your study considering the quality control checks need to be made.

So, in this example again coming back to the example samples of the products, if five

boxes taken out the machines lines with varying weights are checked and what you do is

that you plot the weights along the x axis and the frequencies number of such boxes with

which are exactly that a weight or within some range of weights are plotted along the y

axis. So, say for example, that the graph looks like this as given in this slide which I will

try to mark. So, this is the graph which we have.

So, each of these little boxes which are blue in color they represents one sample of five

boxes. So, once you basically mark the frequencies, it  will be say for example, for a

certain  weight  which I  am marking with this  yellow highlighter  would have say for



example, number of boxes which are 1, 2, 3, 4,5 five multiplied by 5. So, those 25 of

these boxes would have a certain weight. In this case say for example, for a weight of let

me mark the weight for ease of understanding say for example, this is 120 kgs.

So, there are only one box say for example, this box this set of boxes are 119kgs. So,

there would be. So, this each box is 5, 5 in number. So, this would be 5 in number this in

this case it would be 5 into 2 in number. So, once you plot it you will basically have a.

So, called histogram or the distribution or the weight of the boxes with respect to the

weights and you can find out some characteristics of the overall sample as well as the

population from this histogram which you have drawn.

 (Refer Slide Time: 06:47).

So, it means that after enough samples are taken from a stable process, stable means the

variability  all  these things would be there,  but they are variability  which you cannot

control there other sets of variability which you can control if, but if those variabilities

go out of the control there is a problem for which you need all the statistical process

control techniques. So, after enough samples are taken from the stable process they form

a pattern which is called the distribution.

So, if you see the boxes going back to the last slide, if you basically join the midpoints of

the of the histograms and join them and if the number of observations you are taking is

quite  large then in  the long run using the concept  of  central  limit  theorem,  you can



basically find out that the distribution would be almost normal as shown in this graph

where I am basically plotting my this electronic pen.

So,  this  red  line  which  shows  which  overlaps  the  blue  one  is  basically  a  normal

distribution and the histogram would basically give you that information that is really its

true its normal. The solid line represents the distribution, now there are many types of

distributions including the normal which is the bell shaped curve which I just mentioned

few seconds back, but the distributions do differ in terms of this central tendency.

(Refer Slide Time: 08:06)

So, now, the word central tendency which will use will be respect to the mean or which

is the center of gravity of the distribution, other central tendencies may be the mode may

be the median, but will stick to the study of the mean as such for the statistical process

control charts.

But distributions do differ in terms of the central tendency as I mentioned and obviously,

thus  the  dispersions  would  be  measured  using  the  concept  of  standard  deviation  of

variance  and obviously, there  would  be a  change in  the  shape  also.  So,  when I  am

mentioning  the  word  standard  deviation  or  variance,  do  remember  that  standard

deviation and variances with for any distribution is measured with respect to the mean

only;  obviously,  you  can  formulate  the  problem  when  you  want  to  understand  the

concept of standard deviation with respect to the median also, but for our discussion will

only stick to the mean.



So, if you see the figure one. So, which I will try to highlight using yellow color, this has

basically the central tendency which is and the central line. So, this is the mean median

or the mode. So, this is a very unique characteristics or normal distribution, and the mean

median mode is generated by bold black vertical line, now if the central tendency shifts

to the right or to the left depending on in which direction the movement is, the dotted

lines  over  which  now  the  electronic  pointer  is  pointing  is  basically  now  the  new

distribution and it has basically shifted from the bold line to the dotted vertical line.

So, again these are you are measuring the same thing which are the weights along the x

axis and the frequencies or the relative frequencies or the chances are being basically be

measured along the y axis. Now if the variability increases and the mean value remains

the same, increasing means it becomes more flat; that means, more dispersed. So, if you

look at the second diagram which I will try to highlight using the red color now. So, this

would be the diagram where the variability is increasing, but the central tendency of the

mean values same. If you see the vertical black line remains in the same spot the normal

distribution  has flattened up; that  means,  the number of observations  I  have become

more dispersed on to the right or to the left of the mean value.

And if it is more dispersion is less that in that case the diagram would look like this. So, I

will try my level best to draw it. So, this blue line would now become. So, this is the

normal distribution which you have; then if I am going for the change of the shape. So,

when you basically check the shape is changing it means, but the overall dilatation of the

normal distribution I am talking from the point of the normal distribution would either

shifted to the left or to the right.

So, if I am able to draw it for the right one let me try to do it accordingly. So, in this case

where I am hovering my pen over the dotted one is shift to the left and if it shifts to the

right the distribution would look like this. So obviously, it would mean that the mean

values and the standard values would change for a change of the shape will come to that

later on.

So, technically the variabilities of the samples or the change the word variability I am not

using  from the  concept  of  variance,  the  change  or  the  characteristics  change  of  the

sample which will have a some sort of information about the population parameters or

the population  characteristics,  would come out from either  the change of  the central



tendency, change of the variability or change the shape of the distribution for this case

we are considering the normal distribution to be true because it is easy for us to explain

to each other how the changes occur and how they look like.

 (Refer Slide Time: 12:16)

Now, if you are considering the samples, how would they look like on a time frame? So,

only if only national causes are vary variations are present the output of the process

forms a distribution that is stable over time. So, time measuring it at 9 ‘o’ clock in the

morning and then again 10 ‘o’ clock in the morning, 11 ‘o’ clock in the morning; that

means, I have readings at one hour interval or it may be may readings at on an interval

scale of 7 days whatever it is.

So, if I look at the distribution what I will check now it this diagram is more on a 3

dimensional scale, you are measuring the weights along the x axis which is this one, let

me  change  the  color  to  black.  So,  I  am measuring  weight  along  this  direction  the

frequency or the relative frequency along the so called y direction, and if I am going one

on the time frame it would be shifting more towards the back. So, say for example, this

gives where the pointer is marking is at 9 ‘o’ clock in the morning, then 10 ‘o’ clock in

the morning, 11 ‘o’ clock in the morning 12 ‘o’ clock in the morning, I keep measuring

the information. So, if there is no variability and output from process forms a distribution

which is stable over time, it  will  look exactly the like this.  Stable means both mean



values both shape both dispersions are not changing and if at all if the dispersions are

changing. So, they would I will try to draw on a scale of three dimension.

So,  if  the  variability  is  changing.  So,  in  one  case  the  distribution  like  this,  if  the

variability now increases may further increases. So, the mean values always remains at

the same point, but the variability is increasing or decreasing. In cases the mean values

are changing let me draw it on the same graph using a different color. So, you consider

the first one is the black one, if the dispersion remains the same but the vary the central

tendency changes.  So, it become like in the second time.  So, consider the variability

remains the same. So, that is what I have tried to drawn using my artistic skills, but if the

variability also changes along with the central tendency then it will shift as well as be

more expanded and contracted depending on the dispersion increase or decrease. 

(Refer Slide Time: 14:55)

So,  we all  are  aware of  the very well-known normal  distribution.  So,  in  the normal

distribution what we do is that for any normal case we first convert into a z distribution

which is to each standard normal distribution, the mean value is 0 which is marked here.

So, again I will use the color as black for ease of representation. So, this is the mean

value and the dispersion which you have would be either plus minus 1 sigma on to the

right or the left plus minus 2 sigma on to the right or the left plus minus 3 sigma on to the

right on our left.



So, if it is plus minus 1 sigma then the overall dispersion is where I am marking the

arrow and the total area would be about 67 percentage it is enough value it can be 67

point something we have to check the table. If the dispersion is plus minus 2 sigma then

the overall coverage probability would be 95 and if the dispersion is plus minus 3 sigma

then the coverage probability is about 99 percentage as shown in this diagram.

(Refer Slide Time: 16:06)

Now, the basis of x bar charts and r charts, x bars would be with respect to the sample

mean r would be respect to the range which basically gives an information with respect

to  the dispersion.  Later  quality  characteristics  be normally distributed with the mean

value of mu and a standard deviation of sigma from the population, if you are picking up

observations. So, what happens is then along the day at 9 ‘o’ clock in the morning you

pick up say for example, n number of observations. So, n can be 30, 40, 50 whatever it

is. So, these x 1 to x n is a sample size of n and what you want to find out is whether the

central tendency or the mean value is changing.

So, consider this example again going back to the example which I gave that jam bottles

are coming out from the factory, the actual weight of the jam bottle should be 250 grams

and there has been some complaints from the distributors that on an average thus the

quantum of jam which is there in in each bottle is less than 250. So obviously, there

would be some problem for which this is the occurred and you want to check whether

that is due to some assignable causes or un assignable causes. Causes can be both at our



end where either the humidity has change or whether the machine capability has change

the machine is not having the same amount of flow of jams which is happening which is

being automatically filled into the bottles, maybe the workmanship has change we do not

know what it is or there may be some on a assignable causes whatever there we have to

find it out.

So, what do we do is that we take n number of jam bottles being produced in that factory

at 9 ‘o’ clock in the morning. So, those are x one to x n that is what is mentioned and the

second bullet point which is if x 1 x 2 till x n is the sample of size n then I want to find

out that what is the average size of the jam bottle with respect to the weight. So, that is

the sample mean is given by sum of all the weights divided by n. Now if we if with the

probability 1 minus alpha any sample mean lies between that range so obviously, that

would become like this. So, let me go back to the diagram itself, I am using the red color

for better understanding this is the real line where you measure the weights this is the

normal distribution this is the mean value.

So, the mean value what we have mentioned is basically the mean value from the sample

and you want to compare it with respect to the population. So, what we actually need is

these values. So, if this is mu these values are the dispersions which are occurring, hence

the right hand limit value and the left hand values would be calculated according to. So,

if I go on to the right it is increasing. So, it will be mu plus sigma x which is the standard

deviation multiplied by z alpha by 2. The reason is that if the total coverage probability

this part, if this total area this value is 1 minus alpha hence these values on the right or

the left of these limits would be alpha by 2 and alpha by 2 because is equally dispersed.

So, the z value which you are taking here would be plus z alpha by 2 and the z value

which you are taking here for the standard normal deviate would be minus z alpha by 2

minus being because it is on the left hand side. So, now, if you want to find out the

probability that any sample mean will lie between that, what we have to do is that find

out the limits. So, this right hand would be plus and the left hand which I am circling

now would be mu minus sigma x z alpha by 2. So, this goes here. So, based on that you

can calculate that; what is the coverage probability and whether that that overall sample

observation set of observations which you have taken for x 1 to x n really meets that

criteria.



So, using the above two equations we can find out the central and the control line. Now

remember  one  thing  in  the  central  and  the  control  line  would  give  you  the  overall

average value and the plus and minus deviations which may happen due to the change of

variability which may be unintentional or intentional whatever the case is. However, in

real  case we know that  the actual  values  of mean and sigmas are not  known to me

because if they are known; obviously, we would have solved the problems accordingly.

So, what do we do? If mean value of the population is not known we take the records or

from the sample find out the sample mean estimate and use at the becks proxy. In the

similar case if sigma how the population standard deviation is not known we take the

help of the sample and do it accordingly.

(Refer Slide Time: 21:47)

So, now first we need to estimate mu and sigma suppose we take m samples. So, what

we are doing is that the first chunk we take of n observations that is the first sample

again  say  for  example,  at  10  ‘o’ clock in  the  morning we take  another  chunk of  n

observations that is the second sample,  again in the third time at  11 ‘o’ clock in the

morning we take n number of observations that is third sample and if we continue doing

it m number of times. So, that is what is written, suppose we take m samples each of size

n. So, the best estimate of the process average would be given by this.

So, what we will basically have that in the first part which is 9 ‘o’ clock in the morning

will have the first sample average, which would be given by x 1 bar. X 1 bar technically



would be x 11 plus dot dot plus x 1 n divided by n. Now you should remember what the

suffix 11 is, suffix first one is the sample number and the second suffix is basically the

observations.  So,  if  you  are  picking  up  the  third  sample  and  you  have  the  fourth

observation. So, it would be denoted by x 34, similarly you will find on the averages

which is x 2 bar x 3bar till the last one which is x m bar. So, adding all of them and

divided by m would basically be in the mean of the or the averages or the averages that

should be in the long run be exactly equal to the sample mean mu.

So, the best estimate of the process average which is the mu would be given technically

by  the  sample  averages  that  is  given  by  x  double  bar  because  you  are  taking  two

averages that is why its double bar. So, that is basically sum of x 1 bar plus x 2 bar dot

dot till x m bar divided by m. So, hence here x 1 bar, x 2 bar x m bar represents the mean

of each sample now to estimate sigma which is the standard deviation we measure the

range for the m samples. So, the ranges are given by the formula. So, what we need to

find out is the difference between the maximum on the minimum. So, that is what is

given here where I am circling.

And once you have the difference between the maximum the minimum will find out the

average dispersion using the average range that would be r 1 which is r suffix one would

be basically be the dispersion in in for this first sample r 2 bar would be the dispersion

for the second sample similarly r m would be the dispersion for the last sample. So, you

add them up divide by m. So, what we have is now is the sample average which is the

average of the averages and we basically have the average of the range.

So, what we want to do is that consider this average of the averages as the best proxy of

this population mean, which is sigma which is mu and considering this range average to

be in a way be the best proxy about the dispersion and we continue solving the problem

using the graph likewise. So, what we do is now here.



(Refer Slide Time: 25:06)

Now, we need to central set up the control limits in the graph. So, the control limits r the

central line would be the average of the averages, which would be x double bar where I

am circling my electronic pen. The upper control limit would be given by the overall

positive movement on to the upper side of x double bar that would be given by x double

bar plus A2R bar. So, A2 would be a positive quantum. So, that will basically be plus 1

plus 2 plus 3 depending on the efficiency which we want for our observations.

And the lower control limit would be given by x double bar minus that total quantum of

movement which you have taken on the positive side.  So,  if  you consider the graph

would come with into a few seconds. So, if you consider the graph as like this. So, what

you only have the central value which will be the x bar bar and they would be upper

control limit and the lower control limit. So, these upper control limit differences from

the central line and the lower control limit differences for the central line are given I am

only giving the quantum of the value plus minus would come because it one is more one

is less, this would be given by A2R bar this would also be given by A2R bar. So, with

one x bar bar you add up this value and go to the upper control limit and I am 2 x bar you

subtract the a this is not bar sorry. So, remind mistake. So, this is A2 into R bar. So, that

part has to be subtracted from x bar bar and you get the lower control limit.

Now, the first part which I will highlight; so, this set of calculations which are showing

in the graph on to the right which I have just drawn using my electronic pointer. So, that



gives  the  control  limit  for  the  x  bar  charts,  and the  lower  portion  which  will  mark

highlight with the different color this is the control limit for the r charts. So, the r charts;

obviously, range technically should be 0 so; obviously, the central line technically in the

long run should be 0, but they would be some range. So, the central line is given by r bar

and the positive and negative fluctuations would be given by D4 R 3 R bar and D3R bar

depending on what the values of D 4 and D3 are predefined defined way based on the

sample size which you are taking which is n, and also the number of observe and number

of such times the sample you are taking which is m.
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So,  these  reference  charts  are  definitely  use.  So,  in  the  first  column  you  have  the

observations which is the samples is n, the factor for the control limits which are for A

which is technically for the x bars are given as in the second third and fourth column

with the heading of A A2 and A 3, the factors for the central line which would be based

on which you will multiply the central line is given by C 4 and the reciprocal of C 4 and

the charts for the standard deviations or the ranges are given by the values of B with

some suffix which has B3, B 4, B 5 in B 6. So, with this chart you can utilize these

concept of the of the process control charts and try to collect observation such that you

will  get  much more  meaningful  observations  and studies  can  be  done based on the

information which is being supplied from the sample based on which you will predict

about the population, will come to that in more details later on and;



Thank you very much for your attention have a nice day, bye.


