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Hello and welcome to session 36 on our course on Quality Control and Improvement 

with MINITAB. I am Professor Indrajit Mukherjee from Shailesh J. Mehta School of 

Management, IIT Bombay. So, previous lecture what we are doing is that, we are 

studying factorial design and we have seen 2 square design that is generalization or k2  

design that we have used and 2 factors at 2 levels. 

So, with replicates and without replicates examples we have taken over there, and now 

we will try to extend that when with more than 2 factors like that. So, we will try to do in 

this session some k2  design which is having factors more than 2 like that ok. 

(Refer Slide Time: 00:57) 

 

So, let us take one example which is more than 2 factors and this is a 2 cube design; that 

means, 3 factors at 2 levels over here. So, we have 2 levels and 3 factors over here. And 

this is a cube design that I have already told last time that this is cube like design where 

we have a factor A and factor B and factor C, and you can see in 3 dimensions this is the 

space that it will cover. 
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So, this is the total space that it will cover. And treatment combination that is given over 

here there is 1 means all at minus level. So, this is the 1 treatment combination over here. 

Similarly, A at plus level over here and all other at 0 level. This is a A condition that we 

are getting, this is a second experimental trial points like that. Like this we can represent 

that in a cube structure 3 dimensional where we can see up to 3-x variables over here. 

So, this is the cube view other design matrix what we are seeing over here. So, this is the 

design matrix that is used over here. So, there will be 2 factor interaction over here that is 

A multiplied by B that there is an interaction. So, these are the 2 factor interaction over 

here there, can be 3-factor interaction also present in the analysis when we are doing the 

analysis.  

So, this is A multiplied by B multiplied by the C ; when the three acts together then it 

can have an impact on the Y variable over here. So, that is also possible. So, this is the 

design structure that we are using over here. So, there are please remember there are 

three factors over here. 

(Refer Slide Time: 02:24) 

 

So, let us take a real-life example that is taken from Montgomery’s book, again from 

Montgomery’s book and this is a plasma etching experimentation that is done over here. 

There are 2 replicates in the process in the experimentation over here. So, because this is 

a 2-cube design, so, minimum number of trial is requirement is 8 over here and it is 

replicated 2 times. So, 16 trials are done over here. 
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So, A is a factor which is known as gap variable, then B is flow and C is power and the 

CTQ that we are measuring over here is Etch rate or response characteristics that is 

considered over here is Etch rate. Let us assume we want to maximize the Etch rate or 

we can assume that one for sake of analyzing the data let us assume that one. 

And A is having 2 levels over here; low level and high levels over here gap, these are the 

actual true variable that we have seen and we have seen how to code the variable if the 

true variable is known level is given. So, in that case it can be converted into minus 1 

and plus 1. So, we can do the calculation with respect to minus 1 or plus 1. 

Why we are converting into minus 1 and plus 1? Because, we want to see the effects 

with respect to the other effects or other factors like that. So, we can make a comparison 

because it will be unitless if we are coding the variables like that. So, in this case ABC, 

these are the variables of factors we can consider. So, in this case this is having true 

value of 125 and 200. These are the two levels low level and high level. 

And for C factor this is the low level and high level that is. So, real life experimentation 

will happen with this variable, but while analyzing the data we can use the coded 

variable and based on that we can analyze the data, because we can always convert the 

coded variable into the actual values like that. So, that is possible. So, here we are using 

coded this design matrix over here and this is the design matrix. 

And MINITAB can generate this one, MINITAB can automatically generate 2 cube 

factorial design, so in this case. So, this is the factor. So, how let me just recap how we 

have generated that one. So, I will just show you 2 cube design with 2 replicates like that 

how we are creating, then we will use this already created a design and the data is 

already created. So, we will analyze, use that for analysis like that. 
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So, in this case what you have to do is that, you have to go to stat design of experiment 

factorial design, create factorial design. So, this will be 2 level factor. Last time also we 

discussed, number of factor is 2 available design. 
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So, in this case we have factors number of factors as 3. So, it will be 8 trials, run will be 

8 over here. So, minimum number of trials. 

(Refer Slide Time: 04:51) 

 

So, design will be over here. So, in this case number of center points we do not change 

this one, so let us keep as it is. So, a number of replicates we have 2 replicates over here 

in the corner points, and we assume that the default values of a number of blocks is taken 

over here. We will discuss about blocking up to just after this one. So, we are assuming 

that this is 1. So, by default we will treat this as 1 over here. 
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So, I click ok over here and then factors we can just name these factors over here. Sorry, 

this is number of factor is 3 over here. So, this we have this is 3 and number of replicates 

over here is 2 like that. So, in this case full factorial, we have to click on full factorial 

over here and then click ok. 

(Refer Slide Time: 05:31) 

 

And then in factors we can assign the names over here, we can write names over here. 

And we can write the levels also. So, it is already coded, so I am using coded variables. 

All are numeric values that we are assuming over here and all are continuous variable 
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that is why this numeric variable we are assuming. So, this is already done and that 

factor already is mentioned. 

(Refer Slide Time: 05:53) 

 

And we do not want to randomize, so we want to see the trial as per the as per the 

nomenclature that is followed in design of experiments. So, I am not randomizing this 

one. So, for your simplicity to understand. So, in this case what I will do is that I will 

click ok over here. 

(Refer Slide Time: 06:07) 
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And then results what we can keep default, whatever is there. So, we can only 

summarize, because alias structure, alias table we have not studied. So, in that case it is 

not required. So, we will click ok over here and then click ok, so the design will be 

created over here and the design matrix is given over here. 

So, factor 3 factors, total number of run is 16 over here, number of block is 1, center 

point 0, replicates 2 over here. So, 2 cube design basically 2 cube design over here. So, 

this is the matrix and you will have 16 trials that is shown over here. 

(Refer Slide Time: 06:37) 
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So, then what you do is that you just you have run the trials and this combination what 

was the value of Y that is already noted down. So, maybe this is Y1 we can mention and 

the second replicates we can be Y2 we can mention this one and note down the variable. 

So, the sorry this is not to be noted because we have already taken care of replicates. 

So, one set of 8 experimental trial will be up to this point. So, one set will be like this and 

the next set will be placed over here. So, this is a complete experimental trials data can 

be placed over here. So, whenever you have place the data then we can analyze that one. 

So, I am closing this one and already I have saved the data in MINITAB files like that. 

So, this is the MINITAB file where I have saved the data like that. And this is the gap 

that is given factor A, flow factor B and power factor C and in this is the Etch rate over 

here. So, in this case what we can do is that directly go to this design of experiment 

factorial design and we can analyze factorial design over here. 

(Refer Slide Time: 07:35) 

 

So, this it is showing that you have to mention what is the factors like that. So, I have to 

mention the factors over here. So, A, B and C these are the factors. I will select this 

factors over here 2 level factors over here. 
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So, these this is the low level. So, this worksheet we can say that this is what, data is 

coded over here. So, I will place ok and design over here. So, specify the columns by. 

So, this is the standard order where it is mentioned. So, I have taken the standard order 

over here. Then run order what I will mention is that this is the run order over here.  

And the last one is this over here, this is the center point where it is which column it is 

noted down. And blocks where the column is noted down over here. If you click this ok 

over here and then click ok. 

(Refer Slide Time: 08:17) 
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And then you mentioned what is response variable over here, then you mentioned which 

are the terms you want to see, so this is the include term. So, ABC all interaction up to 

third level we want to see over here. So, AB, AC and BC already there and ABC is the 

interaction effects that we want to study over here. 

So, let us try to see that one, no covariates options over here, do not have to change 

because we are not transforming, stepwise we are not using regression over here. 

Stepwise regression graphically what we want to see maybe effect plots, we need a 

Pareto over here and normal plots over here let us try to see that one and other things we 

can ignore at this present moment. And then storage if you want to do later on also final 

model, we can store the residuals like that. 
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What we can do is that, we can click ok and try to see the effect plots over here and what 

happens let us try to see ok. So, when I have made the plot over here in the effect plots 

what we see is that, here A, C, and AC these are the factors what you can see over here. 

A, C and AC is primarily predominantly is having effects which is significant effects 

over here. 

But other things are other interactions can be and main effects of B can be ignored over 

here. So, these things can be ignored over here AB, B, ABC and BC like this. Only 

information that we are getting from this is that A is important, C is important and AC 

interaction is significant that we have to consider in the subsequent while we are doing 

the modelling aspects of this. 

So, in this case AB can be ignored, B and ABC all higher order. So, third order terms can 

be ignored and this AC is the only term that needs to be considered over here. 
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And also, this is prominent in the normal plot what you are seeing over here. So, in 

normal plot also you see that A is having a negative impact on the Etch rate and AC is 

having a negative impact, but C is having a positive impact on the Etch rate like that ok. 

(Refer Slide Time: 10:18) 
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So, this is the effect that we are seeing normal plotting, normal plot we can see this one 

as we have explained earlier also. And what we see in this ANOVA analysis also we can 

just copy this as and we can paste it in excel like that. So, let us try to do that and try to 

see.  

Enlarge this one and try to see which is significant which is not as per ANOVA analysis 

as per ANOVA analysis which is important which is not let us try to see that one. And in 

this case, we can paste this one over here. 

(Refer Slide Time: 10:42) 
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And then we can extend this one and just try to see. So, what you see over here is gap is 

0.002. So, P value is 0.003 over here. So, A is significant B is 0.764. So, B is not 

significant, power C is significant over here 0.000. And here 2-way interactions; one is 

significant that is gap A and C.  

This is significant over here 0.000. And third order interaction over here ABC is not 

significant 0.819. So, these same thing is revealed when what we have seen in the pareto 

plot pareto chart plots of the standardized effect, so that is also matching over here. So, 

in this case what we have to do is that and this is seen.  

So, now we know that A, C and AC is the main important factors over here to consider. 

So, what we will do is that, we will just minimize the or eliminate the unnecessary terms 

that we are getting over here. So, analyze factorial design. 

(Refer Slide Time: 11:41) 

 

So, in this case in terms of terms what we will do is that, we will go to second order up to 

second order terms over here. So, here also AB is not significant we can remove this one. 

AC is significant. So, B can also be removed because B is not making significant impact 

on the overall CTQ or the response variability it is not impacting, we can remove this 

one. 

AC and AC which is important which needs to be included in the model while 

prediction, while we are making the prediction out of the conditions are ok. 
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So, in this case I will place ok. So, we have done that one and again we can have the 

graph of pareto and normal plot over here and click this one and click ok over here. 
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What do you observe is that, now what do you see in the pareto chart what you observe 

is that? All the factors are considered AC and AC interaction is considered over here and 

all are significant that it is showing. And also, the normal plots is also revealing the same 

information A, C and AC significant over here. 
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And when this is done you can we can see the regression equation that is developed over 

here. So, the regression equation copy this one and also, we can see what is also this we 

can paste it over here. 

(Refer Slide Time: 12:48) 

 

And let us try to see what is the equation. So, 7, this is a constant beta zero over here 

50.8 is a positive impact A is making and the this C is having a positive impact. So, but 

when the interact it is having a negative impact on the Etch rate, it is having a negative 

impact on the Etch rate. So, gap A is having negative impact. Sorry I mentioned that one 
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earlier also, so this will have a negative impact. C will have a positive impact and, but 

AC will have a negative impact on the Etch rate like that ok. 

(Refer Slide Time: 13:17) 
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So, this is clear from this analysis what we have done and this is the after we have done 

reduced model. So, in this case what we can see is that, we can just place it over here and 

just enlarge this one and the model seems to be satisfactory, because lack of fit shows 

that 0.860 there is no lack of fit. So, this model seems to be adequate. And also the R 

square value we can check, what is the R square value of this model. 
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And R square predicted value is around 93 percent what we are seeing over here. So, I 

can copy this from here and we can paste it over here, and then enhance this one, so that 

it is visible to you. So, this is 93.02 which is which is very good basically, which is very 

good over here. So, now I have eliminated some of the factors which is unnecessary over 

here which is B over here. 

So, prediction model is developed based on A, C and AC interactions like that ok. So, 

then what you can do is that you can just see the factor plots over here. So, I can have a 

factor plots over here. 
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So, in this case we will include etch rates over here and options is that this is in this case. 

I want interaction plot to be visible over here, main effect plot and interaction plots. So, 

in this case view the model AC and AC, these are the models that is considered. 
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So, if we click ok over here then you will find that AC interaction is shown over here. 

So, interaction plot is given, and in this case, you can understand that to maximize the 

CTQ, let us see etch rate over here. This is the point I have to look it over here and this is 

corresponding to gap minus 1. So, A should be in negative level and C should be in 

positive levels. 

So, minus 1 and C is plus 1 that is the that is the condition that we should be. For A and 

C that is the condition which will maximize the etch rate basically. Then somebody can 
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ask what should be the setting of B then what will be the setting of B then, because B is 

not included in the model. So, B can take any values and I told earlier also that it should 

be based on cost information that should be considered as a priority over here. 

You can include B in the models also, but it will not have significant impacts like that. 

And if it does not increase the R square predicted value we can we do not need to 

consider that one. So, but we have to set the B B correct B B factor to certain levels over 

here. 

So, what we will do is that, we will set, will select the that level only which is having 

lower cost which is having lower cost like that. So, A will be set to the, A will be set at 

the negative level over here. So, A at low level and C will be set at plus level over here, 

B can be selected as minus or plus based on the cost information. 

So, that will be the optimal combination that is to be used while we are setting the 

process like that while we are setting the process like that. That will be the condition we 

have to we have to consider over here ok. And we can whenever we have done that one. 

So, this is the models that is there. 

(Refer Slide Time: 16:14) 
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So, immediately what we can do is that design of experiment factorial, we can also save 

the residuals over here. And in case of storage what we will do standardized residual, just 

to make a check that everything is fine. 

(Refer Slide Time: 16:20) 
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So, last column will be basic standard residual plots over here. So, I can use the residual, 

and I can just check Anderson Darling test and what we are observing over here in 

Anderson Darling test, is that the P value is more than 0.05. So, in this case normal 

normality assumptions is not validated at least.  

So, these things and other checks also we have mentioned that we can see ok. Those 

things needs to be clarified before we implement the models and before we control the 

process like that ok. But this is preliminary experiments we are trying to assess which are 
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the factors to be considered like that, this is not complete optimization that we are doing 

over here. 

But if you think that linear model is sufficient, we and this is the this is the working 

operating range of the process like that. So, within this what is optimal? This is the 

optimal condition that A at minus 1, C at plus 1 and B can be any level based on cost. So, 

that is a combination that we should look for ok. 

(Refer Slide Time: 17:18) 

 

So, important aspects is that we have to we have to consider this pareto diagram and the 

normal plot which will give me indication that which are the factors to be considered, 

which are the factors to be removed like that and based on which we can take a decision 

about the setting conditions of the process like that ok. 

So, this is replicated, this is replicated design over here and there are 3 factors 2 cube 

design that we have discussed over here. And let us go beyond this 2 cube model that we 

are having. So, this is the this is the experimentation that we have shown. So, this is the 

replicates 1 and 2 this data set we are using over here, these are the data sets that we are 

using. This is replication 1 and replication 2. 
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And these are the experimentation block design that we have told cubic view of the 

design like that and the values of experimentation is given over here. 

(Refer Slide Time: 18:06) 
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So, these are the values that is experimentation that is done, ABC this is a cube plot. So, 

this analysis we have shown a coded variable, this is we have shown like that. So, A, C 

and AC this is significant over here. 

(Refer Slide Time: 18:15) 
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So, then we have revised the models and based on that we see only A and AC is 

prominent over here and C is prominent over here. This is finally considered in the 

model and the P value of this is more than 0.05. So, it follows normal distribution, so 

there is no problem in that. So, this is the final model over here and lack of fit what we 

mentioned over here is more than.  

And R square predictor is also quite good, so this model can be used and this is the 

regression model that can be used for prediction like that. So, this is the regression model 

over here that we are considering. So, final regression model which can be considered 

for prediction over here. 
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So, this is the interaction plot that also I have shown to you and let us go to more 

complications in the factorial design. So, now, we are dealing with a scenario where we 

have 5 factors more than 3 factors. Now we have gone to 5 factors over here and each at 

2 levels like that. 

So, number of factor is 5 number of level is 2. So, it will be 2 to the power 5 

experimentation. So, in this case minimum number of trials that is required is 32. So, 

minimum number, as we increase factors and levels what will happen is that, we will 
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have more number of trials that is required for experimentation basically ok. Here it is 2 

to the power 5 means it is 32; 32 number of trials minimum is required and if you 

replicate once it will be 32 into 2. 

So, this will be two replications if we consider. 64 trials that is not that is quite large 

number that is quite large number over here. So, in this case sometimes what happens is 

that? I do not want to do 64 experimentation, I do not I have to confine my analysis with 

only one replicates that or no replicates basically. 

So, I can do up to 32 trials, but I cannot do 64 trials, because a huge amount of cost is 

involved over here. So, this is a single replicate experimentation that I am showing you 

how to analyze single replicate design like that. So, this is 2 to the power 5 without 

replications like that. So, this is no replication basically. Single replicates means no 

replicate basically over here. 

(Refer Slide Time: 20:13) 

 

So, that experimental trial is given over here. So, there are factors A, B, C, D and E over 

here. And this is we are trying to see the machining factors which impact strength over 

here, ceramic strength over here and the factors are considered as speed feed, wheel, grit, 

this is a grit size over here. 

So, in this case this is the direction movement over here. So, this is 2 levels we have 

considered and E is batch which is considerable. So, these are 5 factors that is 
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considered, some are continuous, some are discrete over here, some are categorical over 

here. So, in this case these are the factors that is considered and ceramic strength that the 

Y condition CTQ is continuous over here. 

This is the average strength that is noted down over here and these are single 

observations that we have. So, this is 32 trials we have information over here, starting 

from 1 to 32 and the information of Y characteristics is also noted down. So, these are 

the Y characteristics which is only one observation we are having that is the average 

strength over here; 2 to the power 5 design.  

And we have we can create the design 2 to the power 5 design, using the same matrix see 

from a MINITAB we can generate that one. So, when we have 5 factors at 2 levels. So, 

in that case that is easy. So, this is taken from Montgomery’s book example over here. 

So, how to analyze this one that is important for us. 

So, in this case I will just go to the analysis part of this. So, what we can do is that, these 

are the 5 factors what we are seeing over here. This is the already created design matrix 

and based on that strength is the characteristics what we want to see over here. 

(Refer Slide Time: 21:58) 
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So, in this case what we will do is that STAT DOE factorial design and analyze factorial 

design what we will do is that, response is the strength. We want to maximize the 

strength let us assume that one. And in this case terms and we will include all five terms 

over here. So, in this case what happens we want to see.  

So, first initially we are concerned about pareto and normal plot like that. So, in this case 

we will do that and we click ok, so to have an understanding and feeling which effect is 

1284



important now, when we are doing for basically 5 level interaction; that means, A, B, C, 

D and E. 

And we do not have the degree of freedom that I told and that is why ANOVA analysis 

will not show results over here, because we do not have that much degree of freedom to. 

Because we have single replicates and we cannot do that, so in this case that is why it is 

star and we do not see any results. But my concern is I want to see the graphs basically 

how what the graph looks over here. 

(Refer Slide Time: 22:45) 

 

So, this is the pareto plot what we are seeing over here. So, if you see the pareto plots 

over here what you observe is that, one third level interaction is present, but otherwise it 

is only single factor A, B, C, D, E and maybe second degree equation is a second level 

interaction or C multiplied by DBC, this needs to be seen over here. 

So, in this case what we will do is that? We will just include only second order 

interaction up to second order interactions like this. So, factorial analyze factorial design 

now. 
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So, in terms what we will do is that, we will eliminate we will go for only 2 level 

interactions let us say. So, in this case if I do that and click ok and click ok I want to see 

the pareto plots how it looks like that ok. So, this is the pareto plot that we are seeing. 

And here we are seeing which is prominent.  

So, all main effects we are seeing that the A, B, C, D, E, and only A is not visible over , 

A is not prominent, but AB interaction is prominent over here. So, we cannot ignore A 

over here. So, AB  should be also included in the model so over here. And in this case 
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what we are observing is that? Not only AB interactions and CD interaction is prominent 

over here. 

So, let us try to see that if we reduce this one again AB and CD will only be included, so 

what happens we will try to see. 

(Refer Slide Time: 24:12) 
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So, in this case then again, we will go to DOE factorial design, analyze factorial design. 

So, in the terms what we will do is that, we will only this one. So, in this case only AB 
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will we will include AB over here and maybe CD also we will include over here. So, 

which is also prominent like that. 

So, let us click this one and let us try to see the pareto plot again over here what is 

observed. So, in this case A is not prominent, but CD, up to CD what we are seeing is 

that? This is the final combination that we are seeing. So, individual effects are 

prominent over here A B interaction is prominent, CD interaction is also prominent, but 

beyond that it is not so significant over here. So, that we are considering. 

And this how we have done based on a property which is generally used extensively. 
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So, this is known as sparsity of effects principle over here, sparsity of effect principle 

over here. There can be lots of factor like 2 to the power 5. There are 5 factors over here, 

but few are basically important few are basically important which is controlling the 

behaviour of the process or CTQs like that ok. 

System is dominated by the main effects; that means, A, B, C like that. So, those are the 

main effects and lower order interaction over here. We have considered that two-way 

interaction basically, we have considered AB or over here what we have considered is 

CD that we have considered over here. So, these are the lower order interactions over 

here. These are the. 
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So, it becomes easier for us to analyze the data like that. So, we are ignoring the other 

higher order interactions like that. So, we have ignored the higher order interaction. and 

based on that we are defining what should be the what should be the level of A, B, C and 

D and E like that ok. So, this is the condition that we are considering over here. 

So, in this case what we will do is that. With this information we have built the model 

over here. So, we have developed. So, in this case. So, this is not the example the second 

one. So, in this case what we have done is that. 
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So, this is the this is the model, and also what is visible in the normal plot also we will 

find. So, AB and B have a positive impact, and C, E, CD, and D have a negative effect. 

So, AB and CD is important and other factors also levels. Only thing is that A will be 

defined which level based on AB interaction we will define what should be the level of 

A, and other things we can see it like CD interactions.  

So, AB and CD will define what are the levels we should keep for AB and CD. Only 

thing E we have to check only the only one factor we have to check which is having 

making a significant impact. So, what we will do is that. We can make a graphical plot 

over here. So, in this case design of experiment factorial plots. 
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So, in this case we will use factorial plots over here. So, ABCDE and only a model terms 

that we will use, and in this case we will click ok. And then we will have this interaction 

plots we will have this interaction plots which will define what should be the level of A 

and B. We want to maximize the strength over here. 

So, this is the for A and B. This is the point rate points that you are seeing over here. So, 

in this case B will be at plus 1 and A will be at plus 1. So, A and B is freezed at plus 1 

plus 1. So, A plus 1 B plus 1 that is defined over here. And for C and D what we can see 
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is that this is the highest point over here. C will be at minus and D will be at D will also 

be at minus level over here; C minus and D minus.  

So, A plus B plus and C minus D minus that is the level over here. So, that we have 

already defined from this graph. Only thing we have to see E ok. 

(Refer Slide Time: 27:42) 

 

For E what we observe is that to maximize the strength over here and we are seeing the 

main effect plots over here. So, what we are seeing is that for E minus is the level that we 

have to define, because minus is giving me a higher mean strength over here. So, this is 

will be minus ok. 

So, A at plus B at plus C at minus D at minus and E at minus that is the final 

combination that we have to use to optimize the CTQs like that. So, that is the 

combination that we should go for over here. So, whenever we have developed the final 

model so over here. And in this case regression equation also we can see. So, if you go 

up like that, so we can just see the earlier analysis over here. 

And the how much variability is explained like that. So, this is the ANOVA analysis. So, 

I can copy this one and paste it over here. 
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So, we can just see what is the ANOVA analysis. So, just enlarge this one. So, previous 

data and we moving from here and here we can see that what is happening. So, A is not 

prominent that is P value 0.271, B is just prominent, B 8 is less than 0.05, C is highly 

significant, D is also highly significant, E is also highly significant, A B interaction 

0.015 that is significant, C multiplied by D there is also significant over here. 
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And the regression equation is also given over here. So, regression equation is given over 

here that can be used for model controlling of the controlling of the process. So, what we 

can do is that we can just write it too, you can just paste it over here and enlarge this one. 

(Refer Slide Time: 29:13) 

 

So, this is the model that we are seeing over etch rate equals to 776.1 minus 50 that is A 

at minus level what we are seeing over here that the A has a negative impact. And this is 

the final equations that we have seen and setting condition we have already defined like 

that. So, in this case R square value that we are seeing over here. Let me see what is the 

R square value. 
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So, this is approximately 93 point that is very good. So, controlling the process is also 

with this model, what is happening is that. I have information R square predicted 

prediction or prediction of this models that we are using with all this factors into main 

effects and interaction effects of AB and CD considered that one. And R square adjusted 

value is 95.09 which is very good, and R square predicted value is 93.09 and 93.02 that 

is also quite good like that. 
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So, we have already find the best combination, and also we can check what is the 

distribution of the errors like that. So, we could have saved that one. So, we can just 

cross check whether the errors are normally distributed or not. So, in this case I can just 

save this one. So, in factorial what we can do is that. 
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Analyze factorial only in storage we have not mentioned that standardized residual, we 

should store that one. And this is the residual that we have saved and we can see whether 

it is satisfying that conditions or not. So, we can just check the residual over here and 

click ok. 

(Refer Slide Time: 30:45) 

 

And we can just see what is happening over here. And what we see is that P value is 

more than 0.05, so there is no problem as such, the normality is concerned like that ok. 

And small deviation what I told is that in design of experiments, this is very robust 
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technique. And in that case small deviations can also be ignored in that case. Only if it is 

highly skewed like that then we have a trouble and we need to do some transformation 

on the data. So, that is also we have learned in our earlier lectures like that. 

So, up to this point we have studied. So, now, we will also understand some more things 

about design of experiments and slowly and steadily a complexity will increase ok. So, 

thank you for listening we will start with a blocking principle in our next lecture ok. 

Thank you. 
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