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Lecture 40

Analysis of Panel Data in Stata
Welcome, friends, once again to the very last lecture of this module on Analysis of Panel Data in
Stata. Since you have been following the lectures very seriously, I can infer that you can able to
surely interpret the panel data in this format very correctly. And so far in last two lectures we
have defined and constructed the panel data carefully and we mentioned using the IHDS both the

rounds of the data. And in this final lecture, we will be analysing the panel data.
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INTRODUCTION

3 The focus of this lecture will be on analysis of unit level data
in stata.

U For this purpose we are using IHDS household panel dataset.

J IHDS is the only longitudinal survey available in India.

U There are two waves of this survey [HDS-1 (2004-05) and IHDS-
1(2011-12).

3 The total number of household surveyed in both the rounds
are 40,018,

So, the focus here will be on the unit level data in Stata and for this purpose, we are using IHDS
household panel data and IHDS is the only longitudinal data, as I already mentioned. There are
two waves that is IHDS-I and IHDS-II. The total number of household survey in both the rounds
is 0f 40,018 households.
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What are we going to analyse?

O We are interested in knowing the effect of the work location,
paid workers and religion or caste on performance of the
family business.

J Here the dependent variable is performance of the worker
which can not be directly observed. So it is proxied with gross
receipts of household business in its log form.

J Independent variable of interest are:
O Business location (Home®, fixed place and moving)

O Paid workers- it is amount paid to the workers in the business. It is
assumed that higher the amount paid, more the workers are hired as

We are going to analyse the aspects such as we wish to know the effect of work location, then
paid workers, religion or caste on performance of the family business. So, in this data, suppose
we wanted to analyse the performance of the family business through their religion, caste,
whether they are paid workers or their location. So, we are sticking to the performance of the
workers since that is not directly observed, we take a proxy variable called a gross receipt of the

household business in its log form.

So, gross receipt in absolute number is there. So we have converted into a logarithmic
transformation of it. So, the independent variable of interest for us is, as I already mentioned,
business location that is maybe home based or fixed place or moving type or paid workers are
like, whether they are being paid for their business and it is assume that higher the amount paid

more the workers are hired as informational number of workers hired are not provided directly.
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as information on number of workers hired are not provided directly.

U Caste or religion- the variable is categorical in nature and categorised
in 6 categories: forward caste®, OBC, Dalits, adivasis, muslim and
Christian+sikh+jain. The idea behind taking this variable as
independent is understanding the effect of culture on performance of
the business.

Note!

The purpose of this lecture is to show how to use various data analysis
commands. It does not cover the whole research process such as
verification of assumptions, model diagnostics and various follow up
analysis.

Relating to caste or religion, the variable is categorical in nature and categorized in six numbers

or six categories, forward caste, OBC, Dalits, Adivasis, Muslims, Christians, Sikhs and Jain are
combined together. The idea behind taking this variable as independent is understanding the

effect of culture on performance of the business.

To be noted, the purpose of this lecture is to show how we use various data analysis and their
commands. It does not give the whole research process, such as the verification of the
assumption of the models, their diagnostics and various follow up analysis usually we do in our

earlier lectures, but here we only give you how to use panel.
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Describing the Variables:

d grossReceipts casteReligion businesslocation paidWorker

storage display  value
variable name type  format  label variable label

grossReceipts  double V11 2¢ HO14 8 3 Busnsl: Gross receipts
casteReligion int V23.0¢ GROUPSE HQ3 1.13-15 Caste/religion écats
businesslocat-n int LIEN NE? HQ14 8.7 Busnsl: Work place

paidworter double 410.2¢ HO14 8 .4c Busnsl: Paid workers
-

No variable in string
form, regression can
be run.

Basically, we need to check here that no variables are in string form. That is very important. And

then only regression can be run. So, we need to check through the describe command.
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BASICS OF PANEL DATA ANALYSIS

U In order to use panel data commands in Stata, we need to
declare cross-sectional (household id) and time-series
(survey) variables to tell Stata which variable is cross-sectional
and which one is time-series.

U Most of the analysis for panel data in stata can be done with
xt command.
/

U xt commands require data to be in long form. That means
each observation is a pair of individual and time.

Some of the basics of the panel data analysis is that to use panel data commands in Stata, we
need to declare cross-sectional household id, time series survey id. Here it is that survey id, in the
name survey or the variable to be with time series component. We need to specify to Stata which

variable is cross-sectional and which one is time series. Most of the analysis for panel data in



Stata can be done with xt command. Xt is highlighted here. Xt command is very relevant in most

of the panel analysis.

So, xt commands require data to be a long form to make it very clear that the data has to be a
long form. Long and wide, we have already mentioned, but we will also show it with the help of
data. This means that each observation is a pair of individual and time. Each observation must be

given with the time component with the individual information.
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O When analyzing repeated measures, the layout of the data is
often in wide format.

Jin this format, the repeated measurements are distinct
variables across the horizontal of each record.

dIn the last lecture, we have constructed the panel in wide
format to match the households interviewed in both the
waves,

J But for panel analysis we have to convert them to long form.

J Conversion of wide form to long form and long form to wide
form is possible in stata with reshape command.

While analysing repeated measures the layout of the data is often in wide format. In this format
the repeated measurements are distinct variables across horizontal of each record. Basically, each

repeated information are given in horizontal series or horizontal entries.

So, in the last lecture, we have constructed the panel in wide format to match the household
interviewed in both the waves. But for panel analysis we have to convert them to a long form for
analysis. The conversion of wide form to long and long to wide form is very much possible in
Stata with a command called reshape. Reshape is highlighted in blue colour. So, we will do it

right now.
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Reshaping the data:

QIf you want to convert your data from wide format to long
format, reshape long command will be used.

d For long to wide conversion, reshape wide command will be
used.

Q Essentials for reshape long command:
Q Anid variable

U Repeated measures variable - set of variables on which you have
repeated information.

U Give name to a new variable that index the occasion of the repeated
measures. (time variable)

So, reshaping the data is necessary if we want to convert your data from wide format to long
format. So, we will simply give reshape long command, reshape long and it will be converted
very clearly. Similarly, if long is available, we need to convert it to wide, so simply we will give
reshape wide as the command. So, essential for reshape long command is that an id variable.
Those must be discussed like id variables, repeated measures variable, set of variables on which
you have repeated information and give name to a new variable that is index the occasion of the
repeated measures that is time component. So, time component and id information has to be very

clearly specified.
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J use example_widepanel.dta, clear

The variables are named

with a suffix where 1

o SO e represents time period 1
id group(STATEID DISTID PSUID HHID HHSP... .
cteReigion] 1 casteReligion and 2 represents time
grossReceipts] 1 grossReceipts period 2.0ne thmg to be
paidWorker] 1 paidWorker noted here oven |f
businessLocati... 1 businessLocation 1
(GVA1 1IGiA variable casteReligion
casteRehgion2 2 casteReligion . . .
grossReceipts? 2 grossReceipts haVe gwen n bOth time
padWorker2 2 paidWorker periods, but their values
businessLocati.. 2 businessLocation remain the same in both
1GVA2 21GvA

the period since it is time

invariant in nature.
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Like in the example we will also provide this information to you. We have an example wide
panel data that we converted in the last class also. But we are discussing once again with the
name example wide panel data. We will simply use that data right now, example wide panel data,

and from there we will discuss like panel data example wide panel.

So, this has been opened. You can see the data is given. I will also interpret here. This is the
variable and label is very clearly given at the right hand side. Variable name like caste, religion
with one, gross receipt one and period one, then it is caste, religion and period two, gross receipt

period two, paid worker in period two. So, those are given very clearly and you can check the



data also. And since this is a wide panel, because the repeated information related to caste,
religion, it is given in horizontal order. But Stata requires for the analysis, we generally require a

long format data we have to convert it.

So, this is what the data created. The variables are named with a suffix where 1 represents time
period 1 and 2 represents time period 2. And like some variables are time invariant, like caste of
the person generally of time invariant, but largely most of the variables are changing over time.

So, better to rename with different variable because they are changing nature of those variables.
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d To reshape this format in long:

reshape long  casteReligion  grossReceipts  paidWorker
businessLocation IGVA, i(id) j(SURVEY)

d The variable names nothing but the prefixes from the
previous repeated variables.

U SURVEY is the occasion variable created.

Variable Label

id group(STATEID DISTID PSUID HHID HHSP.. .

SURVEY IHDS1 (2005) or IHDS2 (2012) The number of variables
casteReligion  HQ3 1.13-13 Caste/religien beats haVe decreased bu[ ‘EhE
grossReceipts  HQ14 8.3 Busns1: Gross receipts number Of Observation

paidWorker HQ14 B.4c Busns1: Paid workers i
businessLocation HQ1487 Busns1: Werk place have increased.

IGVA

o, 1) ) (suREn

w00 > K006
> ’

paidortenl paidiorierz > paidierler

LSBT VR




.......

We will reshape it to long format. Since I have already shown that it is available in wide format.
So, we will simply reshape it. But reshape with this particular name we have to specify what is
our id variable because then only Stata can able to reshape it with id against time. So, we have to
define what is our j that is time and id variables, who is the id and who is time. So, we will

specify it. So, here will simply take it and will find out with this.

Once we specify it we enter it. We can see that these are information. I want to show it. Look at
number of columns have been reduced. But the number of observation has been increased to
80,036. I will show you here. Look at this. Here the id is the observation who has responded
40,008 in total in one round. But since we have put it in long format, in vertical format, this is
survey round one. This is for same id, the same person who is responded in survey time period
one and time period two. The person three-time period one, and similarly, other information has

been saved accordingly.

So, I wanted to just inform here that the number of variables were 11 earlier since it was of wide
panel. Since we have made it clubbed into a vertical format, a long format, so the number of
variables have been reduced, but the number of observation has been increased to 80,036 from

40,018.

So, we will go back to our PPT. So, the variable names nothing but the prefixes from the

previous repeated variables. Survey is the occasion variable created that is the time variable



created. The number of variables have decreased, but the number of observation have increased
as I already mentioned. So, here also against to our variable and their labels you can easily mark

the difference as compared to the previous wide format data. We will come to the next.
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reshape long casteReligion t by Location IGVA, i(id) j(SURVEY)

(note: § = 1 2)

Data vide - long
Nusber of cbs - Caoo3g
Nusbez of variables - 7
3 variable (2 values) - SURVEY

%1} variables

casteReligionl casteReligion? =-> casteReligion
19 ipts2  -> g
paidWorkerl paidWorker2 - paidWorker
businesslocationl businesslocation? ->  businesslocation
1GVAL 1ovR2 - 1Gva

This is what we have explained.
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PREPARING STATA FOR PANEL DATA

O We need to set Stata to handle panel data by using the
command xtset or tsset,

O Xtset and tsset is used to define cross section (i) and time
series (t) variables.

3 Both commands do the same thing.

d These two commands allow use of panel commands and
some time series operators.

J And they automatically sort the data accordingly.

O In panel data cross section variable and time series variable
should jointly uniquely identifies the data.

We are preparing Stata for panel data analysis. We need to set Stata to handle panel data by using
the command xtset or tsset. These two commands are interchangeable used xtset or tsset. So,
xtset or tsset they both gives the same result. These commands are used to define cross section
that is i and the time component t variables. We will show it right now. Both commands do the
same thing. These two commands allow use of panel commands and sometime series operators
and they automatically sort the data accordingly. In panel cross data section, panel data cross
section variable and time series variable should jointly uniquely identify the data. We will tell

you.
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Qin IHDS household long panel data we have multiple
identifiers: STATEID, DISTID, PSUID, HHID, HHSPLITID.

O We can not specify multiple identifiers with xtset command

1 We can generate one id variable from these multiple variables
with egen command with group function.

J egen command is an extension of generate command.

d group() maps the distinct groups of a varlist to a categorical
variable that takes on integer values from 1 to the total
number of groups.

use HH_long_panel.dta, clear

Like in IHDS household long panel data we have multiple identifiers that is state ID, district ID,
PSUID, HHID and split ID. We cannot specify multiple identifiers with the xtset command.
Xtset command we cannot have multiple identifiers. We have to make it a group. We can
generate one id variable from these multiple variables with egen command. Egen command also
we discussed earlier, but once again we are discussing that egen command with group function

once we mention group with all those five variables it will combine into a particular variable.

So, group maps like egen command is an extension of generate command group with the specific
variables, maps the distinct groups of a list, of a variable is to a categorical variable that takes an

integer values from 1 to the total number of groups.
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isid STATEID DISTID PSUID HHID HHSPLITID SURVEY
egen id = group(STATEID DISTID PSUID HHID HHSPLITID)

J Both commands are followed by cross-sectional and time-
series variables in order.

use example_panel.dta, clear

xtset id SURVEY

or,

tsset id SURVEY

3 For these commands id variables should be numeric.
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L (india Munan Developoent Survey Panel (INDS, INDS-1I), 2005, 2011-2

4844 STATEID DISTID PSVID HHID KHSPLITID SURVEY

910 44 = grow (STATEID DISTID PSVID HAID WASPLITIO) Pioperte ox
isid id svRvEY
cleas
st “G:\panel data analyeis\exaple panel dta®

(india Hunan Developoent Survey Panel (INDS, INDS-I), 2005

And by using household long panel we will also show it here, like we will use a household long
panel data we have already defined. We will clear it here first. Then we will use a household long
panel data. So, this is getting opened. In between we will show it. It is 80,036 observations. We
have opened this Stata for our explanation. So, we will define a group id, group variable
with the name id with egen command. So, egen, that is ID and group. So, ID I think we already.

So, we have defined.

First of all, we need to understand whether they are uniquely identifying or not. So, these are

there. Just a minute. What I will do, we will take it to here. And so then come back to this. And



id variable has been generated. So, this id variable is going to be your uniquely identified

variable that composed of five indicators.

So, you can also take ISID with id only so that also defined to be id going to be uniquely
identified. Since it is composed of time as well, so we have not taken. So, survey was not
included in the group. Both the commands are followed by cross sectional. I just wanted to
mention that both the information, both the commands are followed by cross sectional and time

series variables in order.

We will use once again the example panel data and we will also check it xtset, whether that is
perfectly with panel format or not. So, we will use the example panel data for explanation. So we
will clear it and we will use the example panel data. If you simply go by xtset or tsset, so this
will give us the information. This clearly confirms that, it is a strongly balanced panel data and it
has the survey content from first period to second period. There are two time periods with a

change of time to be one.

So, these, for these commands id variables would be numeric. We must be having id variables to

be numerical. Usually, id variables are in string, but here xtset does not read the string variables.
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. xtset id SURVEY
panel variable: id (strongly balanced)
time variable: SURVEY, 1 to 2
delta: 1 unit

Qin this case, “id" represents the panel (i) and “SURVEY”
represents the time variable (t).

J Strongly balanced refers to the fact that all ids have data for
all SURVEYS.

J Ideally we want to have a balanced dataset but this is not
always the case, however, we can still run the model.



In this case id represents the panel id information and survey represents the time component and
it is a strongly balanced panel data. Ideally, we want to have a balanced dataset in our analysis,

but this is not always the case. However, we can still run the model without a balance data as

well.
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SPECIALIZED PANEL COMMANDS TO UNDERSTAND THE
DATASET

O xtdescribe
Explains the extent to which panel is unbalanced.

No. of observation
Ti (Lt 1
i = No. of time period
explains
100% of cba
the s T8 EHY
household EE 2 PR
sare Teoq. Berowmt  Cun. | et A 1in pattern means one observation
observed o 100.00 006 | &1 that year, here in both the year same no.
n 2 time T wmn | = of households were observed.
periods. T

is1d 14 svREY
clear

use “6:\pinel data analysis\exwple panel dta®
( an Developaent Survey Panel (INDS, INDS-11)

e 44 (strongly Balinced)

10018 100.00 [ xx

The usual way of explanation of almost all the dataset we do with their description. Here we do
xtdescribe it simply gives us the explanation xtdes. It gives us explanation for how many

observation 40,018 observations are there in total in two time periods. There t is two, over a span



of two periods is given. It also gives information of the pattern. Pattern suggests that it is one
stands for one period information means one observation in that year and here in both the years
same number of households are observed. So, that is why in both, here it is one and one is given.
If same number of house information are not available then there must be a dot or not available

indicators must have been given. I think I have already explained. I must proceed.
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A
U xtsummarize

It gives summary statistics. It

also separates within (over o
time) and between (over R
individuals) variation, s L G | Te s

e 0 13607 e M
001256 -ABS000  $IMINZ | T-bar = 132501

U Here, stata lists three
different types of statistics:
O Overall: ordinary statistics [

that are based on total
number of observation.

CEETIE TR SR T 0 1400000
54255 16 o 1600000
MO MEN0 6 B4 | Tobar o )

LTSN P 1 3
70198 1 3
281245 9011078 2901107 | Tebar ®

200088 198227 ll 40018
188235 1 40018
o 200095 200098

13801 1400061 1245858 1672563
LO6ZE L9816 72860 n
vithin AT W BMEITE 146868 | Tohar o 102442

U Between: calculated on the |
basis of summary statistics of

Jes o 44
vax [ s 10000 x ~ Varisble Tox
N O p
std. Dev. Min Max | observations
5000031 1 2 N 3
0 s 18 ne 40
000031 1 2 e
1367554 2 1
132534 2 1

365073 1131939 6131939

1 s sess s 1840007
AsitL 0 1360407
01256 965008 5394902 | T-ta

125939 63311 48

1600000

5025516 o 1600000
M2 WIUO6 B4 | 1ot pent ix
1| v 2w 1 ) T
7101788 1 3 o
281205 soners 230007 | 1t
200085 1188827 1w w0
11552 35 1 w0 | a0
o 20005 woes | 1
IIS0L L AOOE 1 49598 1672569 s107 i

1620 149898 1672569 ne 16
AGIN ESUETD 1436948 | tbar - 102042

Coming to summarize the way we summarize, we generally summarize in the cross section,

between analysis, basically, between the observation we compare in case of summarize. But in



panel data we have all the information basically, between the observation and within the time,
within the household between the time period that is called within analysis is also important and
overall explanation is also possible. So, xtsum if you do it, will find out the information of all

that is being discussed here.

So, everything is mentioned. For your explanation I just wanted to give that overall description,
like ordinary statistics that are based on total number of observation is given in overall
indicators. Between is important so far as calculation of the summary statistics of number of
households, regardless of time period. Basically, it is cross sectional information given so far as
between is concerned, because time component is not considered while understanding their

summary statistics.
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of number of households regardless of time period.
O Within: summary statistics of two time periods regardless of number
of households.
d In the above result, gross receipt is more between households
than it changes over time for the same household.

QN is total number of observation while n is observation on
each entity.

J Within variation of id variable is zero. Since id does not vary
over time. Similarly, survey variable has between variation
zero as time does not vary over id.



U xtsummarize

Variable Mean  Sud. Dev

It gives summary statistics. It
also separates within (over
time) and between (over
individuals) variation.

18 500003 i H
0 18 18
5000031 1 2

3O 1367884 2 1
1028384 2 1
NSO LI 61090
2049917 SEE4ISD 0 1Mes0?

s 0 1 36es0r
001286 NNS000  $IMNND | Tobar

O Here, stata lists three
different types of statistics:

O Overall: ordinary statistics
that are based on total
number of observation.

TELTIE TR ST 0 1600000
54235.16 0 1600000 L
M2 MEN0 6 8IS0 4 | Tobar = 13148

1901100 7200708 1 3
0198 1 H
24 007 2901107 | T-bar

200088 1198227 1 40018
1188235 1 0018
0 00005 200098

10ISHOL 1 4000EL L 149858 1672863 Ne o Lsaon
LO6RAZE 198N 16 12868 ae ln
within AT W BEITE 1416968 | Tobar = 103442

U Between: calculated on the [
basis of summary statistics of

Within is given concerning the time period, regardless the number of households. So, in the

above result, gross receipt is more between households than it changes over time for the same
period, gross receipt which is shown here. between is much higher. Between basically across the
household, the gross receipt is much higher as compared to the within. So, the N is total number
of observation, while small n is observation on each entity. While understanding small n and
capital N is giving, the right hand side and within variation of id variable is 0 and since id does
not vary over time. Id remains same over time. So, the variation within id and their variation is 0.
Their variation basically the standard deviation is 0. Coming to the survey variable has between

variation 0 as time does not vary over time, over id.
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U In all our variables, between variation is more than the within
variation. This means these variable vary more befween

households rather than within household over time.

In all our variables between variation is more than the within variation. You please mark
everywhere that we have already mentioned. This means these variables vary between
households. Between households there are much variation, but the same household over time the
variation is compared to lesser. So, this is one of the findings of the data we have so far

summarized.
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PANEL MODELS IN STATA

Pooled OLS Model:

This is done- by simply running a regression model of the
dependent and independent variables.

reg IGVA businessLocation paidWorker casteReligion
Or
reg IGVA i.businessLocation paidWorker i.casteReligion
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“outa

1132565 057891 43916 0.000 112751 11372

Coming to the panel models in Stata, we are now going to discuss three important aspects of
analysis. One is through pooled panel, pooled OLS model that is simply the appending approach
we discussed, but we are, in this panel only will simply give the ordinary regression technique.
So, we will mention here and we will also operate it and we will take this command and that will

be derived. We will operate and it is here.

So the result is there. This is a simple OLS regression result, but our data is pooled type. It is in
panel format, but it has only considered a pooled format information by considering entire

observations. So, it has given the result accordingly.
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reg LCVA i businesslocation paidWorker i.casteReligion

Souzce ss dt s Nuzber of obs = 14392 ( The Coeff|c|ents \
F(o8, 14383) = 598.12
Model | 6933.5966 8 866.699574 Prob > F = 0.0000 are treated as
Resicusl | 20841 4955 14383 1 44903675 Resquazed = 0.2496
Ad) R-squared = 0.2492 USU8|
Teral | 277750921 14391 193003211 Root MSE = 1.2038 .
regression
16VA Coef. Std. Exr P (5% Cont. Intezval) models.
Example: as
businessLocation
Other fixed 2 7329866 0234135  31.31  0.000 6870531 7788801 compare to
Yoving 3 169172 0280563  6.03  0.000 11417979 224166 I e
ome Dase
paidiorker |  6.24e-06  1.58e-07  39.55 0.000  5.93e-06 6 55e-06 ;
business other
casteReligion H i
02C 3 | -.4653355 0262581 -17.87 0.000 - 5208048 - 4178662 fixed premises
Dalit 4 | -.6807797 0336599 -20.23 0.000 - 7467575 - 614802 and moving
Adivasi § | -1.483521 0484026 -30.86 0.000  -1.588397 -1.39864¢
Muslim € | - 3550501 0323887 -10.96 0.000 - 4185762 - 291604 business
Christian, Sikh, Jain 7 0930179 0600656  1.55 0.121 - 0247184 2107542
erform better.
_cons | 11.32565 0257891 439.16 0.000 12750 113182

We will compare this. We will discuss this. The coefficients are treated as usual regression
model. Example, as compared to home based business other fixed premises and moving business

perform better that we discussed earlier.
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Fixed effect Model:
Accomplished by xtreg command with option fe.
xtreg IGVA i.businessLocation paidWorker i.casteReligion, fe

ey

Add the robust option to control for heteroscedasticity.




£08,3321) - owes
Prob >

2989303 04S755C 653 0.000 2092183 2886423
1670602 089788y 284 0005 0518011 282343

4.000-06 240807 1664 0000 3 S2e-06 4 47a-0f

SOM2EL 0600215 134 008 -7 03889 pete o
<2653 10685S) 118 0236 - 0360428 0B2N
1640611 17669 093 0353 182711 510494
S03152 1396 -0.03 0976 -6 051N
S OTM652 180055 047 0.6 - 3673 2243081

1120352 0M09) 14956 0000 110568 1135039

s s | L2410
(DU
61405 (fraction of variance due to u 1)

Fotest that all u =0 [(11062, B2 < 2.07 Brob > F = 0.0000

Coming to the fixed effect model. So, the fixed effect and random effect model and which one is
going to be more suitable in this panel data is going to be discussed right now. Interestingly,
while entering the syntax or the command, we have to specify whether it is fixed effect with fe.
And if you also wanted to understand the heteroscedasticity information or the robust
information, robust an option to be added here. But let us compare, understand the fixed effect
regression model through xtreg with this. Let me mention that, it is here and we will do that

mentioned it. And this is all fixed effect model.

The result is in front of you. And the correlation by assumption we know that the correlation
between the error term and the independent variable or the explanatory variables are non-zero.
Basically in the random effect model we have mentioned that there occurs a stochastic
relationship between the random, the error term and the explanatory variables. But the
assumption here in the correlation, there exist certain correlation between these two. So, that is

the reason why the correlation value here is having some positive number.
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1392
11063

o are | e X o Overall model
correlated . R 5 2 .

with the [sighly

e oo D M stistically

e [\ __significant.

16 Coef. Std. frr LI Y (384 Cont. Interval)

businesslocation
Other fixed 2 2999200 0487556 6,53 0.000 2092183 3086423
Moving 3 1670602 0597889 2.84  0.008 0516021 2023343

Sigma_u-s.d of
residuals within

paidiorker | 4.000-06 2 400-07  16.64 0.000  3.52e-06 4 .470-06 Not

casteReligion
groups ;. OBC 3 | - 0842451 0630215 -1.34

; S osss w118
s"m..e' sd of 1640611 176693 0.93
residuals €;;

significant

-.20781 0393199
- 3360428 0829749
41823771 8204994
-.6247686 6087302
-.3672384 2245081

-0095152 3137962 -0.03
- 074652 1530088 -0.47

11.20352 0749093 149.5¢ 0.000  11.05664  11.35039

67.12% of the
o T 127449
variation is due to Pt

sigma_
sigmae
differences across T e | s tction of variunce due to ud
—
panels

So, coming to the errors, are correlated with the regressors in fixed effect model. In case of
random, by assumption, it will be 0 and we will show it. Here other important aspect that the
overall model is statistically significant as mentioned with this and coming to the sigma u and
sigma e as we already pointed out in our theoretical portion of panel data that sigma u is the
standard deviation of residual within the group of alpha i the constant effect, the fixed effect
without the time component. And it is, the deviation, the sigma value is given. And sigma e is
having the standard deviation of the residuals with the time component. That is epsilon. Both the

time component is there. So, the value is there.

The rho gives the value of 67.12 percent that explain the variation is due to differences across
panel, the difference is of 67.12 percent. And there are some indicators we are highlighting here
having non-significant. So, as per our model, since we did not specify the model so
systematically we have simply shown the results. So, many variables are not coming out to be

significant.
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|
Random Effects Model:

xtreg 1CVA & businesslocats

xtreg IGVA i.businessLocation | B
paidWorker i.casteReligion, re &
¥ald chil(®) = 4061 .46
Interpretation are little tricky in this case, on Coof. Sea. T, & BIs (9% Cont. Invervad]
since they include the within entity and
between entity effects. Itis interpreted as T e o vow s s

the average effect of other fixed premises as
compared to home based business is

paidiorker | 5.800-06 1.53e-01  37.89 0.000  5.908-06  6.10e-06

positive and .67 more on the log SO G 1 0000 - nB - 370106
h e 0w aem oo ey - sesee

performance of the business ST 0NN 2080 0000 -Leessie -3 ez
-1 0351376 ~9.03 0.000 - 3062656 - 2405209

1030872 0630427 1.64 0102 - 0204742 2266497

11299 0266163 42450 0.000 1124683 1138116

stgrau | 82087304
gma_ 89100341
tho | 45861187 (fraction

wm = Variable Tox
11,063
8 A

1
13
2

L s s
0.0000
SIATE
to. brr : piz A cont. Interval
56501 0108) 2898 0.000 629635 026658
14816 018118) €20 0000 L1247 2234636

S808-06 1.83e-0) 3783 0000 §508-06 610806

" 0x
SANDE 0NN IS8R 0000 -SSR -.07806) .
SO 018245 <1887 0000 -0203 - s8s6ls2 T
SLAO0Z 00280 1880 0000 -1S4SSI8 -1 348s1s .
SN 0WIN 503 0.000  -.J9R2656 -.2485209
100812 0006 16 0100 020002 226648
10209 066 4051 0000 L6 113SHE
siga | sa0mN
e | enen
AT (fraction of variance due 1o 0 i) oy

Coming to the random effect model, we will only add re there to our model. Random effect, we
simply changed to re instead of fe. It gives the random effect results. As I already mentioned
from the beginning that the correlation by assumption is 0. There occurs a stochasticity between

these two variables. So, this is assumed to be 0.

Coming to the explanation once again, the interpretations are little tricky in this case since they
include within entity and between entity effect. It is interpreted as the average effect of other

fixed premises as compared to the home-based business is positive and home-based and the fixed



premises is positive and 0.67, 1 already given in the coefficient, 0.67 more on the log
performance on the business, 0.67 more so far as the fixed business as compared to home

business is concerned. So, that is more important and rest details you will get it from our

document.
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FEM Vs. REM

J Hausman specification test gives information on which model
is better.

quietly xtreg IGVA i.businessLocation paidWorker i.casteReligion,
fe

estimate store fixed

quietly xtreg IGVA i.businessLocation paidWorker i.casteReligion,
re

estimate store random
hausman fixed random

(b8 sqrt(diag(v_b-v 8)1
Difference sk

298301 186501 - 3767198 0352727
1900082 10826 - 0072844 0516284
4.000-06  5.800-06 -1 8le-0¢ 18507

S| omass - anm 347093 osesess
1 e s s28199 1000686
s o L4z e 1653958
008siss - umes 3078621 ety
Somusz 1038 - s 1372161 o




— Coefficients —
(b) ®) (b-B) sqet (diag(V_b-V_B))
fixed candom Diffezence S.E

2bn.busine-n 2989303 6756501 =.3767198 0392727
3.business-n 1670682 1743526 =.0072844 0516284

paidiforker 4.00e-06 5.80e-06 -1.81e-06 1.85¢-07
3bn.casteR~n -.0842451 ~.431338 347093 0568689
4.casteRel-n =.126534 - 6547333 5281993 1008686
§ casteRel-n 1640611 -1.447422 1.611483 1693958
€. casteRel-n -.0095152 -.3173973 3078821 3118227
7.casteRel-n -.0711652 1030872 -.1742524 1372161

Here the chi
square value is
very very small,

hence we accept
the fixed effect
model.

b = consistent under Ho and Ha; obtained from xtreg
B = inconsistent under Ha, efficient under Ho; obtained from xtreq

Test: Ho: difference in coefficients not systematic

chi2(7) = (b=B) " [(V_beV_B)"(1)] (b=E,
238.25
Prob>chil = 0.0000

We will come to the comparison between the random effect and the fixed effect model. As we
repeatedly mentioned earlier that we require a Hausman specification test that really identifies
which model to be better. We will compare these the way we did it earlier. We will compare also
the same thing. We will quietly as the command we stated earlier that we will take the quietly
command every time the way we taken quietly. Then we will also estimate its store value and
store it. Basically, we will estimate and store it in every cases. Every time we will go by that.

Then our results will be derived very quickly.

So, we derived fixed effect. We derived random effect. Then we also check a Hausman test. So,
all the results are derived in front of you. After estimating all those detail, the comparison
through the Hausman test is very clearly mentioned. As I told you, fixed effect and its
coefficients are mentioned, random effect and its coefficients are mentioned, as per our Hausman
effect if you remember on the 36th lecture we discussed that why Hausman is required and what

1s the formula for it.

We take the chi square estimation of these two differences. So, we take the difference and divide
it with their standard deviation. There square root of these variation. So, these variations are
defined and defined to be significant. So, this significance really statistically significantly
violating our null hypothesis. So, null hypothesis is that the difference in coefficients are
systematic. So, there are not systematic, sorry. The difference in coefficient, these two

coefficients are non-systematic.



So, they are very random, but we are rejecting that null hypothesis based on the significance
level. Our significance level confirms that our model is statistically significant and we are
rejecting a null hypothesis. So, that means, the difference in coefficients are systematic. So, there
is a very clear understanding based in the model. And based on that, we say that when they are
very systematic that means the correlation between the error term and the explanatory variables

are there and they are not random.

So, the assumption of the random effect is violated. So, this model, Hausman test confirms to the
fact that we have to apply the fixed effect model. So, that is what we have derived. And this test

confirms to the fact that the fixed effect model is more appropriate.

So, that is all about the discussion in the entire lectures of the 40 modules. This is, in fact, our
40th module and we have discussed everything about almost all basics of panel model. There are
many details of panel models also. I think we have given a very good base for all of you to
understand the unit level data and their structure of making a panel and how to analyse panel
with the basic guidance have already been given. So, with this, I think it is the time to conclude
and mention that we have systematically proceeded from the unit level data and the basics of

Stata, then conceptualizing Stata, we codify Stata.

Then we enter with various components of panel and we also analyse panel. I hope you guys
enjoy in between and any kind of doubts persist please do not hesitate to raise it and we will be
very happy to address it. With this, I am closing the lecture and expecting your better

participation and performance in the exam. Thank you.



