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Hello, friends. Welcome back to the lecture series on applied statistics and econometrics. So in 

last lecture we have just introduced the concept of normal variable and the associated probability 

distribution and then we ended the lecture with a case of normal approximation to binomial and 

Poisson these are the discrete random variable distributions. So, before we further proceed, let us 

have a look at the clear cut agenda items for today’s lecture.  
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So we are going to start our discussion by answering a particular question. How to compute 

probabilities from the normal distribution to solve problems which involve normal distributions? 

If you remember that the PDF and the CDF of normal distributions have complicated integral 

and they are very difficult to solve and find particular probability numbers for our problems.  

So to make our life easy statisticians have developed a concept called standard normal variable 

and they have made statistical tables available, so that we can refer to, to figure out a particular 

probability value that we are looking for. So this has made our life very easy and this is a very 

practical lesson that we must learn to proceed further.  



Now, in the next topic of today’s lecture, we are going to discuss the continuity correction for the 

normal approximation. We have already told you that there is a normal approximation available 

for the binomial and Poisson. But note that, binomial and Poisson are the discrete distributions. 

So, when you approximate discrete histograms or discrete bars by continuous smooth curve, then 

there has to be some continuity problem and how to correct for that, that we are going to study 

the next.  

And then we are going to continue our discussion with normal distribution and we are going to 

highlight some results, I am not going to get into the details or statistical proof of what I am 

going to show here. But, we are going to discuss sum of normal variables. And then, we are 

going to finally end today’s discussion with some idea about children of normal distribution and 

we are going to talk about 2 very useful distributions for applied statistical and econometric 

research, namely chi-squared distribution and F distribution.  
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So, let us assume that a student has got scores obtained by other students in a State Board 

Examination, and the total scores roughly follow a normal distribution with the average score of 

say 500 that is a proxy for the population mean. And there is a standard deviation sigma of 50. 

Now, if you remember, we have ended the last lecture on normal distribution by talking about 

some thumb rules about the probability or the portion of the data that lies between some intervals 



like mu plus minus sigma, mu plus minus 2 sigma, and mu plus minus 3 sigma. So we are going 

to see an application of that.  

So here, if we apply that mu plus minus sigma rule, then we can say that 68 percent of students 

will have scores between 450 and 550. Note that the number 450 is derived by deducting sigma 

from the mu value. So 500 minus 50 is 450. Similarly, we get the 550 number by adding sigma 

to the mu value which is 500 plus 50.  

Now, similarly, we can say that 95 percent of data will be between the scores 400 and 600; and 

99.7 percent of the data or scores will be between 350 and 650. So, if someone wants to know 

that score corresponding to the 90 percentile, then how do you proceed about that? So that means 

that 90 percent of students have scored lower than a particular number. So, of course, I have 

shown you how to find out the percentile values or the quartile values in the last lecture. So, 

following that trick, you have to solve for an unknown, say capital A from the equation 

probability of X less than or equal to A equals to 0.9. 

But the calculation looks formidable, is not it? Because it involves integrals, so how to get the 

value A? So, that is why the statisticians have come forward with a concept called standard 

normal variable, so that we can compute probabilities of normal random variables easily. And 

when we talk about standard normal variable, we actually talk about the standard score or it is 

also known as z-score. So that is basically the number of standard deviations from the mean of 

the random variable at hand.  
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Now here, in this slide, we are going to talk about the standard normal variable. First, we need to 

standardize a normal variable. What do we mean by standardization? We have to subtract its 

mean from each observation and then divide the difference by the standard deviation. So we 

define variable, mu variable capital Z equal to capital X minus mu divided by sigma and that is 

basically our standard normal variable.  

So, one particular realization of that variable capital Z is small z, and that is basically the 

standard score or z-score. Now from this standard normal variable z, one can get the PDF, and 

the PDF is written as f of capital Z equals to 1 over root of 2pi times e to the power minus half Z 

square. so that is a little bit simple compared to the normal case. Actually, this formula of PDF is 

derived from the normal PDF only. And note that, in some textbooks, you will find that they will 

represent this PDF of standard normal as small phi, the Greek letter.  

Now, the standard normal or the Z distribution has a mean of 0 and variance of 1. So it is 

basically denoted as Z follows a normal distribution with mean 0 and variance 1. So we can 

apply the same cherry shaped type result on the standard normal distribution as well. And if we 

applies, then we get this interesting result that most of the area under the standard normal curve 

lies between minus 3 and plus 3. So, you can say that more than 99.7 percent of data of standard 

normal variable lies between the values minus 3 and plus 3.  



So, you look at the distribution now, there is no change actually, so the distribution is almost 

same if I want to comment on the shape of the distribution. And our benchmark is of course, the 

continuous random variable, which is a normal bell curve. Now, you see, only the scale has 

changed here. So if you look at the normal curve, in this slide, you see here, I am showing you 

the original test scores and standardized test scores along the x axis and z axis.  

So here, first I will describe what is going to happen for the original test score. So we have some 

data, we plot the relative frequency distribution and then we fit a smooth normal curve and that is 

what we are going to consider first. So, for that data set, we have the mean of 500, so that is 

basically my mu. And then, you see sigma is of course 50, that is given to us. Now, if we apply 

this concept of standard normal variable, we need to actually subtract 500 from the original test 

scores and then divide these difference by the number 50.  

So, of course, the numbers will be now both positive and negative. Remember, in the case of 

original test score, you are not supposed to see a negative number. But here, interestingly, as we 

are taking difference, the numbers or the variable values of z or small z, they can take negative 

values. So here, the mean is 0. So, if you look at the standardized test scores, then the mean is 0. 

And then, what will happen to the variance? As I said that the standard normal variable Z takes 

variance 1, so variance of this distribution will be 1.  

Now, here in this diagram, I am showing you if I get a score say 600, then what is going to be the 

location of that number? Now, note that if I standardize that particular number 600, then 

basically, I get a standardized test score or z score as 2 and so that is also marked here along the 

z axis and you see that actual location or point 2 on the z axis or the actual location of the score 

600 along the x axis actually, 2 sigma away from the mean, either in the case of original test 

score it is 500 or in the case of the standard normal variable case it is 0. But the difference 

between the mean in both cases and these actual observation is always 2 sigma.  
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So, now we are going to study how the standard normal probabilities can be computed. So here, 

we have seen how we can write the PDF or small phi of the normal variable. Now, we are going 

to look at the cumulative of that standardized normal variable or the CDF from the previous 

lecture. And that is written with capital phi in many textbooks. So we actually have to now 

concert the CDF of the standard normal variable Z.  

It gives the probability less than a desired value for the random variables Z, and this Z actually 

now ranges from negative infinity to a particular value, the desired value that we are talking 

about. So how to find a particular probability figure, say probability that x takes less than or 

equal to value capital A. A is an arbitrary number. So we have to first standardize the variable 

and not only the variable, but also the arbitrary score, the chosen score. And then, we actually 

rewrite this probability expression as probability of Z less than or equal to small a.  

So small a, how it is derived? It is basically derived as the difference A minus mu is to be 

divided by the standard deviation sigma and that is how you get these value small a from capital 

A. So in that case, once this expression is final, you go to the table, and then figure out the 

probability. How? That we are going to show next. But also, can we find the probability that X is 

greater than equal to A? Yes, that is also possible. That is equivalent of asking the question 

probability X is strictly greater than A, because the probability for the continuous random 

variable taking a particular value is 0. So we can write these expressions interchangeably.  



And then, we can calculate probability of Z greater than the small value a and that is equal to 1 

minus probability of Z less than or equal to small a. So, that is basically from the probability 

theory. And then again, you go back to the table, the CDF standard normal table and you find the 

value for probability of Z less than or equal to small a and you are done. You can calculate the 

number. Now, I am going to show you a comparative picture, how the probabilities are to be 

calculated when we are dealing with normal distribution or we are dealing with a normal random 

variable.  

So, let us first look at the normal distribution figure that is at the left hand side. And here we are 

showing the normal distribution with mu 500 and sigma 50. And the normal curve is basically a 

bell shaped curve with green color. And suppose someone is telling me that, well, I am interested 

to know what is the probability that a student has scored less than or equal to 575? So here, now 

we are replacing this arbitrary number capital A with 575. And then, note that by the theory of 

probability, we can say that the probability is basically the area under the normal curve kept at 

the vertical line, which is drawn at the value 575.  

So, the mass or the area under the normal bell shaped curve to the right of this curve is basically 

the probability that x takes value less than or equal to 575. So, how to get the probability of x is 

less than, equal to 575 from the diagram? Can we mark it in that diagram? Yes, of course. So, the 

area below the normal curve, which is capped at the value X equal to 575, by drawing the 

vertical line on that particular number that basically gives me the area. So how to look at the 

area? So, the area here is basically the white shaded area, it is white color mask that is basically 

at the right hand side of the curve.  

So, the residual part which is marked yellow, and that is basically at the left of these vertical line. 

So, that basically gives me the probability that takes value greater than 575. So now how to 

translate this entire story told in terms of the normal distribution to the standard normal 

distribution, because ultimately we are going to make use of the standard normal distribution to 

compute the probability to avoid to take integrals.  

So, first we have to standardize the variable X, so we define the variable Z; and now the Z is a 

standard normal variable with mean mu equal to 0. So, you see here in the diagram, at the left 

hand side of the slide, you see that there is a red bell shaped curve and that gives you the 



standard normal curve. Here, sigma is equal to 1, of course.  Now you see that white area, which 

is the probability of X less than or equal to 575 has been transferred to a new probability 

expression and that is probability Z taking value less than or equal to 1.5. How did I get this 

number 1.5? 

So, I have to basically take the number 575, then I have to subtract 500 from that number, and 

then, I have to divide that by 50, the standard deviation. And that is the way I get the number 1.5. 

And then, similarly, probability of X greater than 575. So, a probability that, so, the probability 

that a student has scored above 575, that area is translated in the standard normal distribution 

picture with another area marked by yellow color. And here, this area is indicated as probability 

that Z value is higher than 1.5. Now, we are going to move to the case of standard normal table.  
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So, standard normal tables are very important. And they are very handy as they can actually help 

us to compute normal probabilities. Now, standard normal tables I am showing you here in this 

slide. But, of course, you can find that online, there are various good sources, authentic sources 

from where you can download a standard normal table. And also, I will show you later that the 

standard normal probabilities can be computed through software like R and Excel as well.  

So, for the time being, let us look at excerpt of a standard normal table that came from textbook, 

so it is in print. So here, you see, it is kind of a matrix design. And the row shows the value of 



the standard normal variable Z to the first decimal point. So you see the Z values are given along 

different rows; 0.0, 0.1, 0.2, 0.3, etc. And in this matrix set up the column gives the value of Z to 

the second decimal point.  

So you see the headings of the columns. So it is 0.00, 0.01, 0.02, so suppose I am interested to 

deal with Z value of 0.47. So what to do? I have to first come down to the row, which shows me 

0.4 and then, I have to move towards the end of this table. And I will stop as soon as I hit the 

column, which is headed with this number 0.07. So that is the way to find the probability from 

the table. So the number that you see in the cell, say in this case, 0.47 Z value means that it is 

0.6808 that is basically the probability number that you are looking for.  

So now, with this introduction to standard normal table, let us look at 2 problems and 2 solutions. 

So, now, let us look at 2 numerical problems and the corresponding solutions. So, I will start 

with the test score case, because we have been discussing that case for a while. So here, if you 

remember that original test score X follows a normal distribution with mean 500 and standard 

deviation 50. So, the variance will be 2500. So, it is basically normal 500 comma 2500 

distribution and we are asked to find out the probability that x is less than 575.  

So, first you get the Z score, and that is 1.5, I have already explained how to get that Z score. 

Then you come to the standard normal table and get the capital phi value. So, how to get the 

capital phi value? So, the Z score is 1.50. So, you have to now come down to the row which is 

showing you the number 1.5. And then you have to move to the column which shows you the 

title or heading 0.00. So, the number in the cell that you see here from the table is 0.9332. So, 

that is basically the probability that I am looking for. 

Now, let me move on to another example. So, that you understand it very clear. Now, here I will 

assume that my X follows a normal 61, 81 distribution. So, the standard deviation sigma is 

square root of 81, which is 9. And then, I am asked to find out the probability of X greater than 

75. So, again, we will first get the Z value and that is 1.56 here. How do I get it? So, I have to 

subtract 61 from 75 and then, I have to divide it by 9 and this is the way I get the Z score.  

Now, I am interested to find the corresponding cumulative probability, which is given by the 

mathematical expression capital phi of 1.56 from the standard normal table. So, what to do, I 



have to come down further row wise so that I find the number 1.5 and then, I have to now move 

along the columns and I need to stop where I see the column has a heading of 0.06. So, if I come 

to that cell, I spot a number given and that is 0.9406 that is basically the probability that I am 

looking for. And this is not the end of the story, because note that, here I am asked to find out the 

probability that X is higher than some number.  

So, I have to now subtract this particular phi value or the cumulative probability value from 1 

and I get the number 0.0594 that is my probability that X will be higher than 75 in this case. So, 

now, we are going to talk about the case of normal approximation to the binomial and Poisson 

type discrete distributions. So, we are going to first show you a diagram to explain the concept 

and then we are going to look at an illustration so that this concept of continuity correction 

becomes clear to you through an example.  
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So, when we are using continuous normal distribution as an approximation to a discrete binomial 

distribution, we have to move 0.5 unit to the left and right of the midpoint to include all possible 

x values in the interval. So, that is basically the statement of the continuity correction, let us look 

at the diagram below and then probably this idea of continuity correction, will get clear to you.  

So, note that as usual along the x axis, I am measuring some values and here let us start with 

discrete numbers because we are basically saying that x is a discrete random variable. So, for 

different values of x I can generate different bars or columns and they will give me a histogram. 

So, note that here I am showing you five bars, but there could be 7, there could be 10 any 

number of bars possible dependent on the values that x take.  

So, basically I want to pass that smooth bell shaped curve through these histograms such that, 

this histogram is kind of enveloped by the smooth curve. So, of course, here you can see that 

with only 5 bars there are large gaps between the continuous normal curve and histogram height. 

But I can tell you that as the number of bars increase, so, then basically this gap between the 

normal curve and the histogram bars are going to be smaller and smaller. So, in that case 

continuity will be much more plausible. But, this diagram is just for an illustration, just to show 

you the entire idea of continuity correction.  

Let us now focus on the very fifth bar and you see that the class mark for this particular class is c 

and suppose, we are interested to find probability regarding this value x, random variable taking 



value c. Now, c is basically a realization of a discrete random variable x. Now, if we want to 

apply the normal approximation, the variable must be continuous and must be taking more 

values in an interval.  

So, to create that interval artificially, what we are doing? So, what are we going to do to do the 

continuity correction, we are going to first subtract the number 0.5 from that class mark value c 

and then we are going to add 0.5 to the class mark value c. And that basically creates an interval 

of length 1 around the class mark c. And now, we assume our continuous random variable can 

take any value in that interval of width 1.  

So, let us now look at one example, with the hope that this example will make this idea of 

continuity correction much clearer to you. So, let us assume that there is a survey report, which 

tells us that 31 percent of the class 12 will students in certain rural districts of North India plan to 

attend college. So, if we now choose 50 class 12 students from 2 or 3 high schools in a rural 

district, then 1 may be interested to find out the probability that less than 14 students plan to 

attend college, how to go about the problem?  

First, let us see whether we can at all apply normal approximation to this problem or not. So, 

here X is the discrete random variable. Now, that discrete random variable follows a binomial 

distribution with parameters in n and p. So if you now multiply the values of n and p, then you 

will get the mean which is 15.5. And then you can use this n, p and multiply that number with 1 

minus p to get the variance and take a square root of that to finally get the standard deviation, 

which is 3.27.  

Now, the question that we have is basically, the, we have to figure out what is the probability of 

X taking value less than 14? But note that 14 is basically coming from that discrete random 

variable. So, we have to make a continuity correction before we apply normal. So what we do? 

We basically subtract number 0.5 from that value 14, so we get 13.5. So, now, the revised 

problem is to find out the probability of X less than 13.5. So, of course, then we know what we 

have to do.  

We have to basically transform X and that number into standardized scores, so, we get the 

standard normal variable Z, which is taking value less than minus 0.61. Now, note that, all the 



examples we have done before, we never encountered a negative value of Z. And if you 

remember, the table that I have shown you for the normal distribution that also does not have 

negative numbers? So how do you find an associated probability that is related to this negative 

number of Z? 

So, remember the trick, if you have this negative number for Z, then basically, you have to look 

at the probability value of P of Z less than the absolute value that you were given there. And 

then, once you find out that probability figure, you have to subtract that number from 1. That is 

the way actually you get the value of negative Z score. So, if I take you to the probability table, 

then probably these things will be clear to you. So remember that here the Z value that we need 

to refer to is 0.61. Keep that in mind.  

So here is our famous standard normal table, so we have to figure out the probability for Z score 

of 0.61. So first, we have to come to row which has 0.6. And then we have to move across the 

columns. And we have to stop when we figure out the column with titles 0.01. And note that the 

probability number, it is showing here, it is 0.7291.  

So you have to take this number and then, you have to subtract this number from 1. So probably 

you will get a score or probability value for our problem. So, if you take that probability number 

from the standard normal table and apply here, then the probability of finding X value less than 

14 will be at around 0.27 something. So, we will now move on to the next topic.  
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Now, I will focus on two very interesting results related with normal distribution and they are 

very handy in applied socio-economic research. So, suppose I am dealing with n independent 

normal random variables x1 to x small n. And suppose, I also have some constants small a1 to 

small an and then, I am interested at the weighted sum a new variable say y that is equal to a1 

times x1 plus dot, dot, dot an times xn.  

So, how will this weighted sound variable behave? How will my y behave? So, the newly created 

variable y will also be normally distributed with mean a1 times mu1 plus dot, dot, dot an times 

mu n, where the mu1 and mu n’s are nothing, but the means of the normal random variables x1 

to xn respectively. And the variance will become a1 square times sigma square 1 plus dot, dot, 

dot an square times sigma n square.  

But note that, here I will make an assumption that here my x1 to xn variables are independent in 

nature, if they are not independent, if they are somehow related to each other, then I may have 

problem. Actually, we will not have a problem, we will just have to add extra terms to these 

variance, but that we will discuss later, but not now. So, please be patient, we will discuss the 

case of independence and covariance, etc. in the later lectures.  

Now, we are going to talk very briefly about a very interesting concept called central limit 

theorem, which plays a very big role in statistics and econometrics when it comes to estimation 



and hypothesis testing. So, what is central limit theorem? So, statisticians say that under certain 

fairly common conditions, the sum of many random variables will have an approximately normal 

distribution.  

Note that, here we are not saying that these random variables that you are adding, they have to 

follow normal distributions also. So, it is a pretty general result, but it holds for large sample and 

we are going to come back to central limit theorem again, when we will discuss the case of 

sampling and sampling distributions. Now, we are going to look at two children of the normal 

distribution and these two children distributions are very useful in advanced statistical studies, 

especially in hypothesis testing. 
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So, first, we will talk about chi-square distribution, which is denoted by this Greek symbol chi-

square also or sometimes it is also called chi-squared distribution, anyway. So, this is a special 

distribution with k degrees of freedom. And that is basically defined as the sum of the squares of 

k independent standard normal random variables. So, suppose, initially we are given two random 

variables and they are independent to each other. So, they are denoted by x1 and x2 and suppose 

they have common mean, mu and the common variance sigma square. And now, how to define 

the chi-squared distribution?  



So, you see that, you have to first and get the standard normal variables z1 and z2 and then you 

need to square them, if you sum them, you get a chi-square distribution with 2 degrees of 

freedom. Now, what is a degree of freedom? That we will talk in this lecture only after maybe a 

minute or so, so, please keep patience. So, the next distribution that is in line is F distribution. 

And F distribution is the ratio of two chi-square distributions, where each chi-square has first 

been divided by its degrees of freedom.  

So, if I want to show you mathematically, you see that suppose I have 2 chi-square distributions, 

1 with v1 degrees of freedom and the other 1 is with v2 degrees of freedom. So, in that case, 

what will happen? I need to divide the first chi-square variable by the degrees of freedom v1 and 

then, I have to divide the second chi-square variable with respect to its degrees of freedom v 2 

and then, I have to take the ratio.  

Now, I will end this slide by defining degrees of freedom. So, it is the number of values in the 

final calculation of a statistic that are free to vary. So, we have heard of degrees of freedom 

several times so far in the course, now, what is it? I have already defined it using statistical 

jargon and terminologies. But, if I want to explain it in nutshell, I will talk about degrees of 

freedom through different examples, two different examples, one is a kind of qualitative and the 

other one is quantitative.  

So, let me first talk about the qualitative story. Suppose, there is a person who is a very colorful 

person and wants to wear different colored shirts every day. So, he does not want to repeat a 

particular shirt in 5 working days in a week or 6 working days in a week. And suppose the 

person has, in his wardrobe he has 6 different colored shirts. And on Monday when he is 

preparing for office, he picks a yellow color shirt.  

So, that shirt he has used on Monday, the next, Tuesday, when he is about to be ready for office 

and he wants to wear a shirt, then that yellow colored shirt is out of question, because he does 

not want to repeat that shirt. So, this time probably he will pick a white color shirt. So, on 

Wednesday day when again, he has to choose one from the wardrobe to wear, then these 2 

options are out. So, you see, so, on a particular day when this person is deciding which shirt to 

wear, his degrees of freedom actually is getting reduced day by day as he moves on in the week.  



So, on the Saturday, when he has to choose, then he has no other choice, but to pick there is only 

one shirt in the wardrobe, which he has not used in this week. So he has to now wear that 

particular shirt. So in this case, the degrees of freedom will become finally 0. And on Monday 

again, when he will start the week he will have the degrees of freedom 6, because he can choose 

any 1 from these 6 that is there in the wardrobe. Now, let me move on to quantitative story and 

this involves a little bit of statistics, but it involves very basic concepts like mean and variance 

only.  
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So, let us look at these degrees of freedom example. Suppose a medical student is told in class 

that the mean of the 1 month old babies is around 4.5 to 5 kilograms and he or she wants to test 

that out using data. So that student, she picked 2 samples from the hospital on a specific day and 

recorded their weights and these weights are 8 kilogram for baby number 1 and 5 kilograms for 

baby number 2. Now, she is interested in drawing some inferences on the variance also, based on 

these 2 samples.  

So, the population mean is not known. It is vaguely known, of course, somebody told her that 

this could be an approximate population mean, but it is not known to her. So, if she wants to 

now, look at the variance, she has to first estimate the population mean with the sample mean. 

And the process of estimating these mean affects the degrees of freedom as it will be clear from 

the calculations below.  



So she keeps on calculating. So first, she will calculate the sample mean and that is basically 6.5. 

And then, she will use the sample mean to calculate the variance for the baby number 1 and that 

is going to be 2.25. Similarly, the variance for the baby number 2 can be calculated and that is, 

again going to be 2.25. Now these variances are same 2.25 each, but it is just by fluke. So now 

can we say that everything is going all right and these estimates for variants for baby number 1 

and baby number 2, sorry, there is a typo here. So, the third bullet point or sub-bullet point 

should have baby number 2.  

So these estimates, are they interrelated or are they totally independent? Now, these 2 estimates 

are actually not independent. Why? Because when the student is computing the sample mean, 

which is going to be used for the variance calculation, the student is making use of all data 

points, which in this case are 2. Now, if the first weight had been for example 7, then the sample 

mean actually could have changed to 6 and estimate 2 for variance for baby number 2 would 

have become 5 minus 6 square, which is 1 instead of 2.25.  

So you see that if you change one number here, then there is an impact on the sample mean and 

the sample variance as well. So basically, you see that, when you were estimating some sample 

statistic, then actually you do not have all n independent observations. So basically, if you have 

some steps to arrive at the final sample statistic, which is your destination, then in this process n 

route, if you were making calculation for some other sample statistics, you have to take that into 

account and then you have to deduct that from the original number of observations. And that is 

called the degrees of freedom.  

So, if you start with n number of observations to calculate the estimate of variance, actually is 

equal to n minus 1, because you have to calculate the sample mean first to come up with the 

estimate for variance. So now you know, how I have used the degrees of freedom in the chi-

square distribution, probably have understood it from the last discussion. But let me spend 1 

minute more. So you start with the normal random variable with population mean mu and then 

population standard deviation sigma. But actually, you do not know the value of mu and sigma.  

So you want to actually use a proxy for the standard deviation sigma by say sample standard 

deviation. But in order to calculate that proxy measures sample standard deviation, you have to 

first calculate the sample mean. So, in the case of the chi-square variable generation, you have to 



save one observation as the dependent observation and rest n minus 1 are the independent 

observations. So, we end this discussion by emphasizing the role of different continuous 

distributions and the concept of degrees of freedom. And we will explore the uses of these 

concepts in greater detail as we move on in the course. So till then, bye. Thank you.  


