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Gradient of Quadratic Form and Product Rule 

A common symbol for it is 𝜙(𝑥), which is a function from ℝ𝑛 to ℝ. A quadratic form is nothing 

but a generalization of a quadratic equation in one dimension to a quadratic equation in 𝑛 

dimensions; we call it a quadratic form. How do we define it? We have seen this in a previous 

section. Do I need to define what 𝑎, 𝑏, and 𝑐 are, or is it self-explanatory from here? It is self-

explanatory, right? 𝑐 has to be a scalar, 𝑏 has to be a vector, and 𝐴 has to be a matrix. Right now, 

I am not making any special qualification on 𝐴; 𝐴 can be any square matrix. 

 

Now, this is your first opportunity to put your knowledge of gradients into practice. The claim is 

that, and this is something that we will use throughout the course, the gradient of this expression 

is given by 𝐴𝑇𝐴𝑥 + 𝑏. Those of you who have done machine learning would be very familiar 

with this, but we are not going to assume that. Let us prove it. This is one proof that everyone 

should become very comfortable and familiar with because, as I mentioned, we will use it 

throughout the semester. 



 

Let us start, as always, with the cycle first, then go to the car. We will not start from the left-hand 

side of the expression; we will start from the right-hand side, the rightmost term. When the 

gradient operator hits 𝑐, what happens? The constant gets eliminated, right? So, the next term 

that we need to look at is 𝑏𝑇𝑥, and keep in mind the basic definition of ∇𝑓. ∇𝑓 = (
∂𝑓

∂𝑥1
,
∂𝑓

∂𝑥2
, … ). 

So, just keep that picture in mind. 

 



Now, let us try to find out what the gradient of 𝑏𝑇𝑥 is. Can I expand it in terms of the individual 

components? What would that be? It will be ∑𝑏𝑖𝑥𝑖. Actually, let me make that 𝑏𝑗. Now, when I 

want to take the gradient of this, I need to find out 
𝑑

𝑑𝑥𝑖
 of this expression. When I take the 

derivative with respect to 𝑥𝑖, does anything survive? Which term? Only 𝑏𝑖; everything else goes 

to 0. So, this is going to be equal to 𝑏𝑖. If I now do this over all 𝑖 going from 1 to 𝑛, what will I 

get? I will get the entire vector 𝑏. It does not get easier than this. I just took a summation, took 

the derivative with respect to each variable, and I am left with 𝑏. 

 

So, the first part is over here; this is fine, right? Now, any difficulty here? Quite straightforward, 

right? Okay, now we need to look at 𝑥𝑇𝐴𝑥. Let us just build some intuition. When you did 

simple one-dimensional calculus, when you encountered something like 𝑓 ⋅ 𝑔 and you wanted to 

do 
𝑑

𝑑𝑥
 of this, what did you do? The product rule, right? You could say 𝑓′𝑔 + 𝑓𝑔′, right? That 

was our product rule. 

Now, what do we have? 𝑥𝑇𝐴𝑥 again looks like a product rule, right? The product of two 

functions. However, we have not yet written the generalization of the product rule. So, let us do 

that, and then this will be a piece of cake. There is one grungy way of doing it. What is that 

grungy way? Before we go into the product rule, if you did not know the product rule, what 

would you do? You would expand this big thing, right? You would write the matrix 𝐴 multiplied 

by 𝑥; you will get 𝑛 rows with this thing, then you will multiply 𝑥𝑇 with it, right? Then you will 

take the derivative. It will get you the correct answer; obviously, it will just take a little bit more 

time. 



 

Now we could do it that way, but I want to show you the product rule because later on in the 

course, you may have places where you have multiple products of functions happening. So, if we 

know the product rule, you can quickly solve it without this messy kind of math. So, let us take 

an aside to the product rule. 

I am going to write 𝑓(𝑥). Now, the thing to be careful about when we generalize the product rule 

is that in scalars, it did not matter how I wrote it. I wrote 𝑓 ⋅ 𝑔 or 𝑔 ⋅ 𝑓; it did not matter. Now, I 

have to take care of which is a transpose and which is a row vector, which is a column vector. 

So, I am going to write 𝑓(𝑥) as 𝑔𝑇 ⋅ ℎ(𝑥), and obviously, 𝑔 and ℎ are all 𝑛-dimensional vectors 

to make it clear. Let me say 𝑛 × 1. So, these are 𝑛-dimensional vectors. Now, let us, in 

particular, look at 𝑔. So, 𝑔 is going to be 𝑔1(𝑥), 𝑔2(𝑥), … , 𝑔𝑛(𝑥); this is the meaning of 𝑔, right? 



 

Now, when I say ∇𝑔, I have a function. Now, 𝑥 is not a scalar; 𝑥 is also a vector. Obviously, I 

mean that is what we are dealing with. So, what type of object is ∇𝑔? It is a Jacobian. You know 

why? Because 𝑔 can be thought of as ℝ𝑛 to ℝ𝑛, right? It takes 𝑥𝑛 as input, which is 𝑛-

dimensional, and gives 𝑛-dimensional 𝑔 out, 𝑔1 to 𝑔𝑛. So, when I ask you what is ∇𝑔? It should 

be a matrix, which is the Jacobian. We already know what this looks like. 

Every row of this matrix is the partial derivative of that component. So, if I write it as row, I 

mean this is just writing it again. Each row is ∇𝑔𝑖. So, ∇𝑔1, ∇𝑔2 all the way up to ∇𝑔𝑛. I am just 

writing out the definition of the Jacobian, which we saw a short while ago. 

So far, so good. Now, what am I doing? I am multiplying 𝑔𝑇 and ℎ, and I want to calculate, the 

whole point of the product rule is to calculate this ∇𝑓 for me. ∇𝑓, 𝑓 is ℝ𝑛 to ℝ, 𝑓 is a scalar 

function. So, ∇𝑓 is going to be a column vector (
∂𝑓

∂𝑥1
,
∂𝑓

∂𝑥2
, … ,

∂𝑓

∂𝑥𝑛
). If I want to find out ∇𝑓, the 

thing I should find out is 
∂𝑓

∂𝑥𝑖
. If I can get this, I am done. 



 

So, let us write this out. So, 
∂𝑓

∂𝑥𝑖
 is going to be the definition of 𝑓. So, this is going to be 𝑔𝑇 

multiplied by ℎ. This is going to be a summation 𝑔𝑗(𝑥) ⋅ ℎ. I am just writing out using this; that 

is all I have done. I have 𝑛 components of 𝑔 in a row vector, I have 𝑛 components of ℎ in a row 

vector; they are multiplied into each other, and we have a scalar. Now, I am taking the partial 

derivative with respect to 𝑥𝑖. 

Here is where we can start applying our product rule. Can I apply a scalar product rule over 

here? Is 𝑔𝑗(𝑥) a scalar? Yes, it is a function. Let us start applying it. What does this remind you 

of? 
∂𝑔𝑗

∂𝑥𝑖
 is constant; what is the variable that is roaming around? 𝑗, right? If I am changing 

different 𝑗 over here, can you think of a compact thing that this thing under the curly brackets is 

hiding? The gradient 𝑔𝑗 has an underlying 𝑔 and ℎ over here. This will give you ∇𝑔𝑗 and ∇ℎ as 

the result. So, applying the product rule gives us: 

∇𝑓 = ∇𝑔𝑇 ⋅ ℎ + 𝑔𝑇 ⋅ ∇ℎ. 

If I expand this out, I will get ∇𝑔𝑇 ⋅ ℎ + 𝑔𝑇 ⋅ ∇ℎ over here. This gives me the gradients of each 

term, and I will be done. 

Let me try to apply it back to the quadratic case. 

∇(𝑥𝑇𝐴𝑥) = (𝐴 + 𝐴𝑇)𝑥. 

We can always think of 𝐴 as being symmetric. The moment we go to 𝑥𝑇𝐴𝑥, which is symmetric, 

does not matter how you write it out. If 𝐴 is symmetric, I can always assume that 𝑥𝑇𝐴𝑥 =
𝑥𝑇𝐴𝑇𝑥. 

So, this is the result of the product rule over here. 



Summary: 

• The product rule states that if you have 𝑓(𝑥) = 𝑔𝑇 ⋅ ℎ, then ∇𝑓 = ∇𝑔𝑇 ⋅ ℎ + 𝑔𝑇 ⋅ ∇ℎ. 

• The gradient of a quadratic form can be calculated using the properties of Jacobians and 

the product rule, giving us the final result as 𝐴𝑇𝐴𝑥 + 𝑏. 


