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Hello, so far we have been looking at the challenges in phase modulated sensors and
overcoming some of those challenges and in the last lecture we looked at overcoming
environmentally induced phase noise and that is done through a phase generated carrier
technique, which I had mentioned was introduced by Dandridge et al in their IEEE JQE paper
in 1982. So, we were just reviewing this technique yesterday and we were saying that one

example of where this technique could be useful is the design of a hydrophone.



So, we were looking at the case where you need to pick up acoustic signals, let us say in the
order of 100 hertz and so these are essentially pressure variations. So, if you were to pick it
up using an optical sensor, we said essentially a phase modulated sensor may be quite
appropriate for this application, wherein the pressure waves cause change in the refractive

index of an optical fiber through what is called the strain optic coefficient.

And whenever the refractive index changes we know that the phase of the light going through
this optical fiber is going to change and so we are essentially converting pressure changes to
phase changes in this hydrophone application. And of course, we know that our receiver
optical receiver is not able to perceive phase changes, so we need to convert these phase

changes to intensity changes and that we do using an interferometer.

And one example of that is what we have shown here is a Mach-Zehnder interferometer and
where in one of the arms is the measurement arm which is exposed to these acoustic signals
and the other arm is a reference arm. And one thing that we said was if you want to pick this
acoustic signal from this noisy background, we could potentially introduce a phase,
deliberately introduce a phase variation, so sinusoidal phase variation in the reference, it can
be accomplished using a piezoelectric transducer.

And then we went on to look at the math of this and we recognize that what we are
essentially doing is any phase variation that we have over here, this part is actually because of
this phase carrier that we are introducing, we are converting this phase information into
amplitude information through these, when we do a cos of cos, we represent that in terms of

Bessel functions.

And which are tagged, the Bessel components are tagged to specific frequency so we get an
output spectrum like this, wherein the relative amplitudes of the even and odd frequency
components where fc corresponds to the carrier frequency that we have chosen typically in
the order of 10 kilohertz or so, but the magnitude of the ratio of this even and odd

components is what is going to give us the phase information that we are looking for.

So, | thought we could go into this in a little more detail today and see specifically how this
phase is extracted, so that is what we are gonna do. So, let us continue from where we left off
yesterday. So, let us actually look at, it is easy enough to say that the phase information that
you need is is actually sitting over here in the sin and cos which corresponds to these



frequency terms, but how do you read those values and how do you specifically extract phi of

t that is what we want to look at.
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So, let us go back and look, just quickly draw this picture and so we can see where exactly
we are at, so this is our laser, the source laser, like | said what type of laser we will come
back and look at in a minute, and then we are going into our optical receiver, so this is our
3db coupler or 50-50 coupler, this also 50-50 coupler, and then we are basically saying this

hydrophone is wound around a mandrel.

So, you have a mandrel around which you basically wind your fiber coil and similarly on the

reference side you have a PZT element, which can allow us and you have the fiber wound



around it, so the PZT can stretch or contract and accordingly impart strain changes on the
fiber, which once again changes the refractive index in the phase, in the other arm. So, why

do we want to do that?

Well, we said we need to extract these specific frequency components, so what we are
interested in is these components, so we are interested in extracting those specific
components. So, the way we can do this is we can basically take the receiver output and beat
it like we did previously for lock-in detection, we can beat it with essentially the fc and 2fc
signals. So, how do we generate fc?

Basically you have, let us say a frequency synthesizer that gives us this fc and this is what we
are applying to this PZT so that we can realize this phi ¢ cos of omega ct or omega ¢
corresponds to 2 pi fc and we use the same source as a reference to beat with the receive
signal, so that we can extract the fc component and similarly you can take a derivative or you
can derive, you can do a go through a frequency multiplier, you can derive as harmonic of

that frequency to get 2fc.

And if you beat with that we can extract the components like we talked about these
components. So, when we do this beating what exactly are we getting? Let us examine that a
little more closely. So, when you beat with fc, that is an odd integral multiple, so what does
that correspond to? So, you come over here and this corresponds to all the odd integral

multiples, so when K equal to 0 that is when you get basically the fc component.

And so when when K equal to 0, this is actually J1 of phi ¢ and so this goes to 1 and you have
a negative sign outside, so and this entire thing is multiplied by B, so we can write this as, so
when you beat with fc, the component that we get is minus B times let us say the strength of
this signal generator is such that the strength of the beating signal corresponds to some factor

g, and so what we are extracting is J1 of phi ¢ multiplied by.

You have the cos omega c term, which beats with this cos omega c term here from the
reference and so you get something near dc and what we are left with is, sorry, so what we
are left with is, so you get a J1 phi ¢ and then you have a sin phi of t term. Similarly, if you
beat with 2 times fc you can go back and look at which component we are going to pick up,

we are going to be picking up from from this component.



So, 2 times fc corresponds to K equal to 1, so you have a J2 of phi ¢ and K equal to 1 there is
a minus sign that is coming out and so you have essentially minus B times the, let us say the
strength of this 2fc component is is given by H, so you have J2 of phi c and that is associated
with cos of phi of t. So, now what we are really interested in is phi of t.

So, you can basically say mathematically | take these signals and | can take, basically if you
take the ratio of these signals then that will actually give me tan of phi of t and then you can
do a tan inverse to get phi of t and all that, so that is nice to say, so for example, if you have
some digital signal processing you can possibly you have a computer, you can possibly
compute that term. But if you want to suppose extract the signal in an analog form itself, how

can we do that?
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Well, we can do that by a principle that we can call as differentiate and cross multiply. So,
what does this differentiate and cross multiply scheme is all about? Well, you, what we have
coming in is, let us number these things, so let us call this number one and let us call this
number two, so you have number one coming here and number two coming here, we are just

continuing from, these are essentially what we get over here 1 and 2.

So, let us continue that here. So, if you take that and you put it through a differentiator,
differentiate with respect to time, and then you go into a cross multiply term. So, what does
this cross multiply do? We will just see that in a minute. So, you essentially take this signal
and you are cross multiplying with this and similarly we can take this signal and cross

multiply with this term.

So, first of all, and so let us look at what is happening with one. So, let us say the output of
this is 3 and this is 4, so let us actually examine what these outputs represent. So, when you
differentiate this incoming signal 1 with respect to time, what you get is minus B times G J1
of phi ¢, which is actually a constant, multiplied by, you have a sin of phi t, so that is just

going to give you cos of phi t.

And then you have basically d phi over dt term as well, so when you do this differentiation.
So, similarly, when you do this differentiation in the lower arm you have a cos of phi t, which
you are differentiating, so you are going to give a minus, you are going to get a minus sign,
so what you are going to get is plus times B times H J2 of phi ¢, which is actually a constant

value for a given value of phi ¢ and then you have sine of phi of t d phi over dt.



So, now what you do is you are just going to cross multiply this with 2 because you are
taking this and you are cross multiplying with two, so when you do the cross multiply, you
get rather, just give you the output, so if you take 3 and you cross multiply with 2 what you
get is B square G H J1 of phi ¢ cos square of phi of t d phi over dt and similarly, if you take 4
and you cross multiply with 1 you get minus B square G H, sorry, there should be J1 of phi c

and then there should also be a J2 of phi c.

So, you get the same term here J1 of phi ¢, J2 of phi ¢ and here it is going to be sin square phi
of t and you get a d phi by dt. So, let us call this is 5 and this is 6. So, if you do 5 minus 6,
what do you get, you essentially have the negative term becoming positive, so you have a cos
square plus sin square term and rest of them are all common, so you get a B square G H J1 of

phi ¢, J2 of phi ¢ multiplied by cos square plus sin square, which essentially goes to 1.

So, you just have d phi by dt. So, what we are essentially doing is taking this output here and
putting it through a subtractor and at the output of this you get this. So, what do we need to
do now to get your, to extract your phi of t? Well, you just have to put it through an
integrator. So, this is actually a subtractor circuit and this is an integrator circuit and so what
you get out of this.

Let me just put arrows for all this, so it is clear which way the signals are going. So, what you
what you get out of this is essentially phi of t. So, you go through that final step, so from this
integrate to extract phi of t, so that is essentially the way you can go ahead and try to extract
this phi of t. So, let us do a quick recap on what we have been talking about. So, we have

been looking at how to extract this phase changes phi of t.

And of course, we realize that we are going to have to do this differentiate and cross multiply
scheme to extract phi of t, let us just talk about how to optimize this phi of t. So, to optimize
this we need to take care of all these factors J1, J2 B, G and H and all of that, so let us just
look into all of this one by one. Let us first look at the Bessel components. So, what do these

Bessel components mean?
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Well, you can draw this Bessel function J of phi ¢ as a function of phi c, so if you draw the
different Bessel functions, so let us say you start with J naught, J naught is actually going to
be an oscillatory component with the exponential decay of the envelope and then you look at
J1. J1 is going to start from 0 and then so J naught actually starts from a value of 1, whereas

J1 starts from a value of 0.

And then once again it is oscillatory, but it does not swing as much as j naught does. And
then J2 is another oscillatory function, but that does not go up as much as J1, so it is
relatively smaller in amplitude, but it is, that is also decaying and oscillating. Now the

question is what is the optimum value of phi c that you can choose?
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Remember, phi ¢ is something that is up to you because you actually send a voltage from
your signal generator to drive your PZT and the voltage should be such value like it can call

this vc, so such a value that it incorporates a certain phi ¢ through this PZT.
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So, then the question is what should be that phi ¢? Now, the phi ¢ should be such that when
you have small changes in phi c, let us say it is although you give a very specific voltage to
get a very specific phase point, the voltage might have some small changes, like it might go
from 2.59 to 2.61 it may be fluctuating by about 0.01 radian. If there is any such changes it

should not cause a big change in the phase that you are trying to extract.

So, you choose a point such that if it goes less than that value, let us say it goes 2.59, J1 is
increasing J2 is decreasing, so when you are looking at the product of J1 and J2 that is
constant and similarly if this phi ¢ value goes up to 0.01 higher, it goes to 2.61, J2 is
increasing, J1 is decreasing, once again the product is not going to change as much. So, you

look for these crossover points between J1, J2.

So, there is one crossover point here, another crossover point here, another crossover point
here and so on. So, you can conveniently choose this crossover point, so that that will be your
optimum bias point, so that any small changes in, small fluctuations in phi ¢ should not
change the overall phi value that you are trying to pick up. And then it comes to optimizing

the value of G and H. How do you optimize the value of G and H?

Now, when you think about the final power value that you are reading, this phi of t you are
reading, phi of t should you typically design for a certain range. There is a maximum phi
value for which you design this sensor. Let us say that maximum phi value is one radian, so it
should be such that this final phi of t that you are getting is actually a voltage value. So, that
voltage should fill your adc.

So, if your adc is say, adc is one volt, then that one volt should correspond to one radian, if
one radian is the maximum phase that you are trying to pick up. So, you need to fill your adc,
so to fill your adc you can use, you can actually change the value of G and H. What does G
and H represent? G represents the strength of the signal that is coming here, H represents the

strength of the signal that is coming here.

So, you can actually change those voltages so that you can increase the signal that your, final
signal that you are getting, such that it fills the adc. So, that is how you go about choosing G
and H. And finally you want to choose B carefully. So, let us actually see what B represents.
To see that you need to go back and look at your the original where we all, where it all
started, we said we are looking at this beat function, the strength of that beat is what we are

calling as B.



So, that is what we used in these expressions, this B is representing this value. And when you
look at this closely, it consists of the degree of coherence, which you, of course, try to
increase as much as possible, you try to choose a laser, which is relatively narrow line width,
S0 you can get a fairly high degree of coherence close to 1 if possible and then you have the

relative values of 11 and 12. So, how do you choose 11 and 12?

Well, to start with you in an interferometer to get maximum contrast you try to get 11 to be
matching 12, so you can adjust the intensities in the two arms by adjusting the losses in the
two arms, so you can balance 11 and I2. So that is one thing we do and now overall it is
controlled by the intensity from the laser. So, you can actually, this, if you call it | naught,

you can adjust | naught, so that you can adjust 11 and 12 as well.

But what should those values be? Well, we understand that in a receiver you have what is
called short noise. So, what is short noise due to? It is because of the random arrival time of
photons at the receiver and that actually scales with, the short noise variance scales with the
input power or the input intensity of light that is incident on the detector. So, you need to

reduce the intensity 11 and 12 such that you can reduce the short noise component.

But if you reduces to too small a value, let us say you go down to nanowatts of power, in that
case you need to actually boost up your signal by having a large gain for your receiver and in
in that case you have a thermal noise component that comes into the picture. So, you need to
essentially adjust 11 and 12, so that you can balance the short noise and thermal noise, so that
you can achieve as high a signal to noise ratio as possible.

And by adjusting 11, 12 you are adjusting B and through that you are essentially making sure
you get a relatively clean signal. So, you can extract this phi of t in a reliable manner. Having
said that we do have to be careful about this phi of t as we defined a little earlier, it
corresponds to phi s cos omega st, this is the signal that we want to extract but there is still

noise incorporated in that.

We are reducing the noise as much as possible through this lock-in detection and low-pass
filtering that is something that I did not explicitly mention previously, when you do this
beating you also need to incorporate this low pass filter before you extract this one and two,
so by low pass filtering to essentially include the essential components like if you are trying
to pick up something at 100 hertz, then you do a low pass filter around that, so that you are

not actually accumulating a lot of noise from higher frequencies.



So, you need to use this low pass filtering judiciously. On the other hand if you know that
your acoustic signal that is incident on this, if the acoustic signal that is incident on this
hydrophone, if you know it is going to be at 100 hertz let us say, then instead of a low pass
filter you can actually use a band pass filter.

And then just pick up that hundred hertz component or even better you can beat it instead of
fc, you can beat it with fc plus 100 hertz or something like that and then you can extract the
specific component corresponding to, and 2fc will correspond to 2fc plus this 100 hertz or
200hz, those components and then you can extract the specific frequencies of interest for us.
So, those are some of the modifications you can do to reduce the noise further, but that is

essentially what this phase generated carrier method is all about.

(Refer Slide Time: 31:31)
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Abstract~A mothod of homodyne demodulation using a phase gen-
erated carrier it described and experimentally demonstrated, The
method has & large dynambe range, good Noearity, and s capable of
detecting phase shifts in the microradian range, The detection scheme
obvistes the phase tracker rosetting problem oncountered in active
homodyne detection schemes, Two methods of prodecing the carrler
are presented, one employing a piezothectric stretcher, the other using
current induced frequency modulation of the dlode liser source, Theso
wo methods are compared. The origing of the noise limiting the
system are briefly discussed.

L. INtroDUCTION

Rtft\Tl,Y. there has been considerable Interest In using
optical fibers as the sensing element in devices such as
22k

differential drifts between the arms of the interferometer,
The drift causes changes in the amplitude of the detected sig-
nal (signal fading), as well as distortion of the signal (frequency
up<onversion)

Several detection schemes are currently available: passive
homodyne, active homodyne (phase tracking), true hetero:
dyne, and synthetic heterodyne, Each of these techniques
has both advantages and disadvantages, The current state of
these detection schemes is reviewed in [1]. At this time,
only the sctive homodyne system has reached a level of high
performance (10-10" rad sensitivity with good linearity and
low harmonic distortion), packageability (<24 em”), and low
power consumption, In order to achieve this high level of

ydrophones, spectrophones, mag 18, 4 .
and ac current sensors [1]. One of the configurations which

the technique requires relatively large plezoelec:
tric phase modulators and fast reset circuitry. Large modula-
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employing a plezoekectric stretcher, the other using
requeacy modulation of the diode laser source, Theso
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discussed,

1. INTRODUCTION

ECENTLY, there has been considerable interest in using
optical fibers as the sensing element in devices such as

hvd

nal (signal fading), aswell as distortion of the signal (frequency
up<onversion),

Several detection schemes are currently available: passive
homodyne, active homodyne (phase tracking), true hetero-
dyne, and synthetic heterodyne. Each of these techniques
has both advantages and dissdvantages. The current state of ©
these detection schemes Is reviewed in [1]. At this time,
only the active homodyne system has reached a level of high
performance (10-10°* rad sensitivity with good linearity and
low harmonic distortion), packageability (<24 em®), and low
power consumption. In order to achieve this high level of

and ac current sensors 1], One of the configurations which
has shown high sensitivity is that of the Mach-Zchnder all.
fiber interferometer, In this configuration, there are many
methods of detecting relative optical phase shift between the
signal and reference fibers, The design of the detection
scheme is made nontrivial by the presence of low frequency
random temperature and pressure fluctustions which the arms
of the i These fl produce
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rometer may be written as
+ B cos 8(1)

. The plf;ml approach outlined Below offers e
ts in terms of detection accuracy and simplicity of

riation in the light intensity detected at the output of

perf the technique requires relatively large piczocloc-
tric phase modulators and fast reset clrcultry, Large modula-
tors are undesirable in multielement sensors since they increase
the active sensor's size and decrease its rellability. Additionally,
the need for the sensor circuitry to reset ftself every time the
environmental molse drives it past its dynamic range adds
additional noise, In this paper, a passive homodyne technique
which obviates the two problems discussed above is presented,
Unlike other passive techniques previously reported [2), this
technique has been shown (o offer & very high level of per.
formance with a linear dynamic range of ~107, This large
linear dynamic range allows both small and large amplitude
signals commonly encountered in applications to be observed
with excellent fidelity, Two methods of utilizing this approach
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multiple of w, and Jow-pass filtering to remove the tems
above the highest frequency of interest.

For the carrier freq idered in the experiment,
namely 0, w,, and 2w,, the output signals after mixing and
filtering are

A +BJo(C)cos o(t)
BGJ,(C)sin o(r)

()

8o

(¢) is the phase difference between the arms of the

"interterometer, The constants A and & are proportionial 1o the
input optical power, but B also depends on the mixing ef-
ficiency of the interferometer, If a sinusoidal modulation
with a frequency w, and amplitude C is imposed on the
Interferometer, then (1) becomes

154 +8cos (Ccos wyt + (1) [#]

where §(r) Includes not only the signal of interest, but eaviron-
mental effects as well.  Expanding (2) in terms of Bessel
functions [$] produces

=4 oﬂ”/mo: ¥ (-x)‘/,.(c)co.uw,:]mou)
ke

-2 i, (1) Jypay (€) cos (2 + l)w.;l] ﬁno(l)},
L&}

Q)

From thie avnrsccion it ie claar that whan A= 0 anlyv suen

(5] produces

' [[Jmo: Ten l:.(cwomcua:] cos8(1)
key

§ 0 (@ sk + 1)%:] sino(t)}.
k0

Q)

From this expression it is clear that when ¢(r) = 0, only even
multiples of w, are preseat in the output signal, whereas for
(1) 5/2 rad (quadrature condition), only the odd multiples
of w, survive.

In a similar fashion the phase angle &(¢) can be separated
into a signal component of frequency w snd the environmen-
tal drifts ¥(¢), (&(1) = D cos <t + Y(r)) and expanded

cos9(r)= ["o(D) 125 D 0o uu,] 0]
k=
B [: i(")‘/n.,(l))«n(lh l)w] sin¥(0)
k=0
sing(0)= 32("1"1:.:(1’)«”1.’10l)ul]ms\'v(l)
k«0

(130102 5 11 10y con 2] s v,

~BHIL(C)cos 9(t),

respectively, and where G and /f are the amplitude of the
mixing signals for w, and 2w,,

In order to obtain a signal that does not fade as a function
of undesired Mluctuations, two signals, one conlaining the sine
¢(1) and the other cosine o(r) are uiilized.  The time
derivative of the sine and cosine terms are cross multiplied
with the cosine and sine terms, respectively, to yield the de-
sired sine and cosine squared terms [1), The process will be
dllustrated by considering the output signals for w, and 2w,
The time derivative of these are obtained from (5) and are
given by

BGI,(C)9(1) cos (1)

BHIL(C) (1) sin §(¢). (6)

Muitiplying this by the signal for the other frequency
produces

BGHIL(C)J5(C) d(t) cos® 8(1)

T e s

I
illustrated by considering the output signals for w, and 2w,
The time derivative of these are obtained from (5) and are
given by

BGI(C)A(r) cos (1)

BRI(C)3(0)sin 3(1). ©)

Multiplying this by the signal for the other frequency
produces

B GHI(C)14(C) $(1r) cos® §i1)
and
=B GHI, (C)J5(C) (r) sin® $(1), M
Subtracting gives
BXGHI|(C)13(C)$r) (sin® (1) + cos’ 9(1))
=B GHIL(C)J5(C) 1), (8)

This output can then be integrated to produce the signal ¢(r)
which includes all of the drift information in addition to the
actual signal,

A similar set of equations could be written for the 0 and w,,
However, in this case 8 stable offset must be introduced 1o
remove the dc term A from the output, If this term s not
removed, the output signal ¢(¢) will depend on the value of

#(0).
The actual value of the coefficients in (8) are not impottant.
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i HOMODYNE DEMODULATION SCHEME

The imental conflg employed to d
this homodyne scheme was that of a bulk optic Michelson
intetferometer, This system (described In detal elsewhere)
[6) allowed accurate control of the optical path difference
and could readily be solated from environmental nolse sources
in our setup. Typically, the interferometer noise of this sys.
tem was 2X 1077 rad (at | kiz), Both mirrors of the Michel-
son interfe were mounted on p cylinders so
that both “real” and drift signals could be produced, The
bulk Michelson Interferometer was chosen rather than the
fiber system to allow greater flexibility in control of the opti-
cal path difference, The fact that a bulk interferometer was
used is not essential to determining the usefulness of this
technique since all-fiber interferometers (powered by diode
lasers) of sub microradian performance have been built and
operated routinely 1), Consequently, the results of this work
are directly applicable to these systems. In this experiment a
Hitachi HLP 1400 laser was used as the source,

The implementation of the demodulation scheme requires
that a high frequency carrier signal be produced in the inter-
ferometer.  The following two methods were employed:
1) plezoelectric cylinder, and 2) modulating the emission fre-
quency of the laser diode by modulating the laser drive cur-
rent. The first method has the advantage that s zero optical
nath difference mav he used in the interferometer The secand

NPTEL

1N - ihe carmier [Fig, 2{a)] Or the sidchand of the Tundamental and
first harmonic of the carrier [Fig, 2(b)]. As has been dis
cussed in the theory section, the amplitudes of the sine and
cosine terms are determined by the depth of modulation of
the carrier, An example of the output after processing using

the configuration of Fig. 2(a) and adjustment of the carrier
oW PARS PILTER amplitude to 1.4 rad is shown in Fig, 4, Here the Uissajou
ol e figure derived from the two outputs (sine and cosine) have
ks acoaity 3 . been displayed by using them as the x and y inputs of an
L A cowram e oscilloscope.  With no signal applied, the output appears as a
-+ PR dot which describes a circle as the (nterferometer and drifts

1 e =0 A ~
" b Into and out of quadrature. To show the circle (indicating

b

that the amplitudes of the sine and cosine terms are equal)
more clearly, 2 low frequency (~100 Hz) signal with an ampli-

Flg.2. Clreult usod to produce sine and codne of the phuse iV g of 4orag b been applicd to the interferometer

() using the 0 and w, frequency cartier; (b) usbag the w, and 2w, i 4

froquency castier. A similar result to that shown in Fig, 4 was achieved using
the configuration shown in Fig. 2(b), but here an amplitude
of the carrier close to the predicted 2.2 rad was required fot
circularity, 1t should be mentioned that use of the double
. 1 sideband technique [Fig. 2(b)] conveys the advantage that
R | both outputs from the interferometer may be ac coupled
[£3 ‘ which eliminates a number of problems associated with d
(o«l drifts. Obviously, in the configuration used in Fig. 2(a) the
o ! ] signal obtained from the fundamental of the signal frequency
. } needs 1o be de coupled.
To obtain the signal from the output of Fig. 2 (L.c., the sine
and cosine terms) the differentiate and cross multiply tech.
L b Took nique described in the theory section was employed. A

r
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mum detectable phase shilt was determined for two path
length differences, 10 and 2 em. The result for the 10 ¢m path
ad conae outpats of the phase s ek U ccul dilh:xcm'r Is Indicated on the sfc\lm:n analyzer trace shown
(), The two Bessel fanctions Jo(C) und Jy(©) e 0 Fig. 7, where 3 001 rad signal has been applied to the
14 nd). Interferometer at 470 Hz, The noise floor (~3 X 107 rad
at | KHz) Is thought to be due to the phase noise because

1 when the interferometer was operated in a conventional homo-

I J’ - QF’T dyne mode (in quadrature) a noise floor similar to that in

| J N r—1 ot Fig, 7 was observed, This experiment was repeated with a 2

- E S -] 19 cm path difference, and the nolse dropped by approximately
— 1 -w:::io- a factor of 5. To eliminate the effect of the phase noise, the

- QJ_ S, S same experiment was repeated at 210 path length difference.
However, here the modulation for the carrier used the mirror

Fig. $. The schematic of the chrcult used to demodalate the tioe and  mounted on a plezoelectric cylinder. The results for this
cosine of the phase ahifh configuration are shown in Fig, 8, Again, 3 001 rad signal

. was applled to the interferometer. The noise floor cor-

The ftequency response (to the signal frequency /;) of the responds t0 ~107 rad a1 | KHz. Above 600 Hz, a number of
systent is shown in Fig, 6. The decrease in response at high
frequency is due 1o the low.pass filtering shown In Fig, 2, The
frequency response can be extended to higher frequencies if
desired by using higher order filters (3 simple second order
filter was used in this experiment). The rolloff at low fre.
quency was due to the presence of a bleeder resistor across the
integrator whose value could be increased if a flat response
below ~20 lz is required, The system responded linearly to
the amplitude of the Input signal between the nokse floor of
the configuration used (typically 107-10"® rad) and ~1 rad
Above this signal level (~1 rad), distortions were observed due

spurious clectronic noise peaks related to the line frequency
were observed above the true noise floor,

The results of the three experiments performed above are
summarized in Fig. 9, where the solid line in the upper two
curves represent the average level of the phase noise, The low-
st curve was obtained for the interferometer held manually
in quadrature using the conventional homodyne detoction
wcheme.  As can be seen, the passive homodyne result s ap.
proximately a factor of 2 worse than the result obtained with

the conventional homodyne, The noise in the conventional
“s s otk i s
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@ higher order filters (a simple second order
in this experiment), The rollofY at low fre
to the presence of a bleeder resistor across the
te value could be increased if a Mlat response
is required, The system responded linearly to
f the input signal between the noise floor of
n used (typically 107*-10"* rad) and ~] rad
/i al leve] (~1 rad), distortions were observed due

1o the differentiators overloading from the presence of the
residual carrler signal, thus the dynamic range of the system at
high signal levels may be increased by 1) lowering the gain
prior to the differentlations or preferably, 2) having a sharper
cutoff of the carrier modulation (1., a higher order filter).
Below this region of obvious distortion, the first harmonk of
the signal was typically buried in the noise floor and hence
was unobservable, but the ratio of the fundamental to the
first harmonic was typically greater than 70 dB (i.e., 3 X 10"
2) As discussed earlier, the operation of the current induced
modulated carrier requires the interferometer to use a nonzero
path length difference such that the frequency modulator is
converted 10 the required phase modulation. Consequently,
this nonzero path diffesence allows the phase noise to con:
fribute 10 the interferometer noise. Using the diode laser
modulation scheme, the frequency dependence of the mini

The results of the three experiments petformed above are
summarized in Fig, 9, where the solid line In the upper two
curves cepresent the average level of the phase noise, The low.
et curve was obtained for the interferometer held manually
in Quadrature using the conventional homodyne detection
scheme.  As can be seen, the passive homodyne result is ap-
proximately a factor of 2 worse than the result obtained with
the conventional homodyne, The noise In the conventional
homodyne system was determined by the intrinsic intensity
noise of the diode laser [8]. Owing to the carrier modulation,
the average level of the intensity nolse remains the same as
with the conventional homodyne inferferometer field in quad-
rature, however, the amplitude of the phase signal Is reduced
by the magnitude of the relevant Bessel furction (5), Conse
qQuently, in an interferometer dominated by the laser intensity
noige, a factor of ~2 difference between the two detection
methods is expected for this modulation amplitude,

In an unbalanced interferometer powered by a laser diode,
the primary noise source becomes the phase nokse due to the
fluctuation of the emission frequency of the laser, For a
signalto-noise ratio of 1, the minimum detectable phase shift
Yim In the Interferometer is given by

Y = 26D (95’«)
¢

Of course, | want to acknowledge that most of this material is coming from this 1982 paper,
that is in Journal of Quantum Electronics in 1982, is when this scheme was first proposed and
by Dandridge et al and they were looking at these picking up phase values in the presence of
low frequency random the temperature and pressure fluctuations, so that is what they want to

deal with and they are targeting 10 radians to 10 power minus 6 radian type of range.

And to achieve that they are essentially proposing this phase generated carrier technique,
which involves using this piezoelectric phase modulators and this is all the math that we went
through previously, so all that comes from this paper here and once we have this phi t, sin phi
t terms, then you do this cross differentiate and cross multiply scheme first, you do the

beating and you get the fc and 2fc components.

And then you do the cross differentiate step and then the cross multiply step and then your
subtraction and then finally you integrate to get the phi of t term. And here are some sample
waveforms that they acquired experimentally at that time. This is actually for a condition
where your fc component is dominant, compared to this 2fc components, so this is closer to
quadrature and this is actually a case where your 2fc and 0, the dc components are dominant
compared to the fc component.

So, this corresponds to a case where phi is closer to 0. So, of course, they talk about this
beating at the fc and 2fc to get those beat components, and then they talk about how to do
this, differentiate and cross multiply scheme to extract phi of t. And what they mentioned
there is they are able to get to about 10 power minus 6 radians to about 1 radian in their work,

which is, of course, has been, this was almost 40 years ago, so it is been improved since then.



But they also make another important point, which is - what is the minimum detectable limit
as far as this phase generated carrier technique is concerned? What is it really limited by?
What they observe is limited by the fluctuation of the emission frequency of the source. If
you have a single frequency source, then you have a single phase, very definite phase
associated with it, but if your source is actually having multiple frequencies then the phase

actually does not become deterministic, there is some uncertainty in the phase itself.

And that uncertainty is going to constitute the minimum detectable limit as far as the phase
detection is concerned. So, not so surprisingly that detectable limit in terms of phase is
proportional to delta nu, where delta nu correspond to the spread in the frequencies of your

source. So, we will look into this aspect a little more detail possibly in the next lecture.

(Refer Slide Time: 35:36)
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So, that is what we have a phase generated carrier technique to to pick up phase changes in

the presence of environmentally induced phase noise.



