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So I thought I will show you some of the outputs that you will likely get if you use SFF. 

(Refer Slide Time 0:21) 

 

So you saw this already, right? So this example we have already seen, okay, where we have a 

bunch of wires and then it is kept under a microscope. And then you move, capture a bunch 

of frames, this is what is being shown here. And then you run the shape of focus algorithm. 



Now, on this side, you also see an image that looks like it is all focused. If you see this image, 

it does not look like any of these images here. Does not look in the sense that every one of 

them looks like they have had some problem in terms of blurring, somewhere or the other 

there is blur, whereas this one looks uniformly in focus. 

So this image is not something that the microscope gave. So this image is not something that 

this microscope can ever give because of the fact that there is this object which has a 3D 

variation, and your microscope will always end up giving images which will always be 

blurred somewhere or the other. So which means that this is an image that we reconstructed, 

how do you think we arrived at this focused image? We do not use any software at all, we 

have all that we need to kind of build this focused image up. So how would we do it?  

Student: (())(1:40) 

Professor: No, it is much more simpler than that. 

Student: (())(1:49) 

Professor: Exactly. So yeah, you wanted to say something? 

Student: (())(1:54) 

Professor: Correct. Correct. So it simply boils down to, now let me also write that a little bit. 

So one of the other things that you would like to do is actually is this. 
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So the other thing that is of interest is actually a construction or reconstruction, typically it is 

called reconstructing or recovering, reconstruction of the focused image. And the important 

thing to note is that the image setup that you have used will never be able to give you this, 

will never be able to give you a focused image give you this.  

And therefore it is something that we have a stack so we need to walk through the stack to 

find out where exactly are those focused intensities. So we can go back to the plot that we 

had for the focus measure. So we saw that after we plot the focus measure, so we said that we 

could have these values right there. 

And then we said that we will do a Gaussian interpolation and let us say that we get our d bar 

somewhere there, I mean, that is why let us say that we can also get our optimal value and 

whatever it is right maybe that is the FP for that okay. That is the max value that we get when 

we do the Gaussian fitting.  

Now, what you could do is, you could simply look at the frame which is actually nearest to d 

bar. So in this case, the frame rate nearest d bar is the frame that you would have captured 

here, if this was the other way around, then no, we have to see that whether it is closer to this 

frame, this frame or that frame, whichever it happens to be closest to so we can just go there. 

And since we know that the all the frames are aligned, so all that we need to do is for that 

pixel, find out right from basically which frame should we actually pick up the intensity. So it 

is like saying that in this whole stack, suppose I find out that for this pixel, so this pixel let us 

say comes into focus somewhere right above this.  

So, your d bar is somewhere there, so we have not hit the d bar exactly, but then we are just 

slightly away. So, like this plot is showing here so we are somewhere there. So, simply what 

we could do is we could simply pick up the intensity value that is there that currently exists in 

the frame that is actually closest to de bar, and simply pick that and actually paste that in your 

output grid. So, in your output image where you want to reconstruct the focus image, you can 

simply copy that pixel here. 

Another thing that you could also do is a linear interpolation, where maybe you want to make 

use of this as well as this value if the peak lies here. If the peak lies there, if it is on this side, 

then maybe you might want to use this intensity, you know your d bar so you know that this 

is some d m minus 1, you know that right this guy is a d m. So you can look at a delta I mean 

you can look at a difference right between these two, these are separated by d bar minus d m 



minus 1, these two are separated by whatever d m minus d bar and therefore, we can do a 

linear interpolation just like we did earlier. But this is in 1D, what we did earlier for image 

interpolation was on a 2D grid, this would be simply a 1D plot is a simple 1D interpolation, 

so we can make use of both the intensities, and do a weighted averaging, and simply copy 

that pixel here and repeat this everywhere. I repeat this for every d bar, so you are kind of 

traversing the grid.  

So you are kind of going from 1 x to x, y to another x, y and everywhere you are trying to 

look for d bar, and on the one hand, you can keep as you are constructing your depth plot, and 

simultaneously on the other hand, you can have an output grid that will actually produce a 

focused image. Right? Yeah. 

Student: (())(5:48) 

Professor: The intensity? No. 

Student: The Focus (())(5:56)  

Professor: Well, you could do that, but well yeah. So I said you have two alternatives; one is 

you can still write interpolate or you can simply take the one right, which is closer. So you 

are saying that why not I pick the one that has the maximum value or something. 

Student: Instead of finding the d bar.... 

Professor: Yes, instead of finding the d bar. 

Student: Instead of finding the d bar can we take the (())(6:26)? 

Professor: Ah, well, I mean, yeah, in this case, it turns out that that it is going to happen that 

way. Yeah, in a way, what he is saying is as good as saying that it, wherever my kind of say f 

m peaks that is where I am going to see pick up. But if you wanted to do some kind of a 

linear interpolation or something, you would still want to know how do you do the 

interpolation, but typically it is better to bank on multiple values than to bank on one value, 

because the speak if it is slightly noisy or something we do not know that peak value in that 

frame could be that it is affected by noise. 

So, instead of simply copying that value if you have D bar, then you would at least know 

where you are and how much of a weight should we have for that, if your d bar reinforces the 

fact that actually the focus is occurring very close to that, then you can be more sure that you 



can add, you can actually put more weight for that intensity, but let us say if it so happens, 

that your that your d bar is equally away from these two peaks, it makes more sense to take 

both intensities. So that is it, you can still use d bar. I mean, I would say use it because of the 

fact that you will at least know what you are doing is right or not because instead of blindly 

picking whatever is a maximum you may still want to know whether I am right and kind of 

doing so. 

If you are closer to this you can simply pick that in which case you can assume that probably 

because, but interpolation why not because you have two values better bank on both because 

some averaging will happen and averaging always counters noise to some extent. We do not 

know how much noise and all is there in these images, but if there is noise and to counter 

noise, it is always good to average.  

And because these are all aligned, see things are not aligned, then it is a problem, right? 

averaging and all does not make sense. But because that pixel is sitting right there in the other 

frame, it is right, right up, right below, right center, it is always good to average because then 

you will actually counter noise to some extent. Yeah. 

Student: (())(8:25) 

Professor: What image? Rough? 

Student: (())(8:30) 

Professor: No, why would it be rough? Because you are only kind of say picking... 

Student: (())(8:40) different pixels from different images. 

Professor: No, no. All that it means is, you have the stack, and all that you are saying is right, 

I mean for example, one location is coming in focus here. The other location is probably 

coming in focus there. Since you are only interested in the focus intensities, it is okay. I 

mean, you will have to do that, I mean, you cannot you cannot pick one frame to get all the 

focus intensities because you cannot do that anyway. So you will have to walk through the 

stack to find out from where I should pick and that will not give you any sort of an unpleasant 

image or something. 

Student: (())(9:25) maximum intensity. 

Professor: Maximum, not the maximum intensity you can interpolate. Okay, yeah, go ahead.  



Student: Is it only the maximum intensity in which focused images lag in the sense it has to 

be 0. Due to some blurring, if it is converted to grey scale some 50 or like that then it cannot 

be focused further. 

Professor: No, no, which is a reason why no we are not looking at the intensity value. So 

when I am doing this FM plot, those are not intensities What I am plotting as FM values, I am 

saying that it is sum operator at sum modified Laplacian, or at any of those operators that we 

mentioned.  

So these operators are not just looking at the grayscale value and all, they are looking at their 

entire neighborhood, they are trying to make some sense out of how this whole region is 

around that pixel. And based upon that we are saying that there is a maximum, maximum 

does not mean you have a maximum intensity, even though we typically believe that is 

something is in focus, it is supposed to be the maximum intensity, but then what will also 

happen is, you may have a higher intensity in a frame above some frame from where you are 

actually drawing the intensity, eventually. 

What it amounts to saying is that you could have noise in that particular frame, and because 

of noise maybe you are looking at a higher intensity, but then it does not mean that the SML 

will go and pick that pixel, it will work around the region and try to find out where it 

supposedly is coming into focus, so that need not be the frame where this pixel has the 

highest intensity.  

So in fact you can actually probably verify that, but then of course, you like to add noise and 

so on, because the images that we give you are not so noisy, but if you try to add noise and 

then blur and so on, you may be able to show that it is not always true that a pixel where it 

has a maximum intensity is what will eventually that is what you will pick, there is no 

guarantee. 

You might pick something that is above the frame or below the frame, depending upon what 

this operator says. So, those peaks are not corresponding to intensities, those peaks 

correspond to what we think about the sharpness of that region. Any other questions? 

Student: (())(11:34) 

Professor: For Delta d? Yeah. Okay, so, so I thought, I will show the results, then I will come 

back to what are all the weaknesses and strengths and so on, then we will talk about delta. 



Typically, delta t is chosen such that it should at least be equal to DOF, which is depth of 

field. So for example, if I have a microscope that has a depth of field of 25 microns, so 

having a delta d less than 25 microns, it does not make sense because if two points are 

separated by let us say more than 24 microns that is when there will be a change in blur. So, 

the sort of a ballpark figure is delta d should be at least greater than equal to g your depth of 

field of the lens. 

You can go higher than that if you feel that if I just take DOF then I have to capture too many 

frames and that increases my computation. But choosing anything less than DOF may not 

help you, you will end up capturing too many frames and then across range you may not see a 

difference that you want to actually see.  

So anyway, I will kind of come to that in a minute, after we go through it. Any other doubts 

there? All these are valid doubts. They are very, very, very valid. Anything else? Okay, so let 

me show you some of these output results. Okay, so we were here, right? 
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So we are showing you this. So this focus image is actually constructed like that. Of course, it 

is hard to say what might have been the original image because we do not have the original 

with us. I mean there is no way to validate this, there is no way to validate, because we do not 

have the true focused image with us. Going by intensity is not really a smart thing to do. 

Because just because of noise, you may have higher intensity there. But that does not mean 

that that is how the original intensity was like. 



You should rather go with this focus operator, which gives you a sense of how that region is 

evolving, and where that region comes in because see what happens when something comes 

into focus, typically, it sets out a whole set of set of these pixels in and around because 

objects are like that. Objects are not like noisy like image, you can think of images, I mean, 

you can have random noise in images, but you will never see random noise pattern in a kind 

of 3D world, it is unthinkable.  

So typically, there is always something called a generic prior that they say everybody uses 

right across noise filtering for all not just images everywhere What it means is that locally 

things look similar, there is a fundamental fact. Fundamental fact of nature is that locally 

things look similar.  

So, this is a generic prior that you can exploit anytime anywhere. Seldom will you go wrong 

unless like there is a discontinuity or something where you can break down. Okay, so this is 

that plot right and again, how do you really verify that this is true and all, there is a bunch of 

other things that you have to do to verify. But right now, I am just showing you how those 

how those output results look like. 
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And then here is another example, there is a trench which you want to say pick up and here is 

a focus image corresponding to that, this is a simulated situation. The first one was real. 
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Can you see the face outs like this of face alone cropped. More than that, if you look at this, 

so this have you seen somewhere? Where have you seen this? In the coin, in the coin you 

have this or what is that lion? Ashoka this one. So if you see this, so this is the focused image 

by the way, but now can you kind of see a depth map here, I mean, you can see these two 

things and then you can see the faces of lion and so on.  

So all these things that would be next to impossible to do using stereo and all, because these 

are shiny objects getting feature correspondence is next to impossible, having a baseline, of 

course you have these microscopes that are stereo microscopes, people do have those, but 

again to image objects like these, which are shiny and all it is very hard and to do those 

feature correspondences. 

Whereas you know, doing something like this will still give you that is somewhat reasonable 

number. Okay, then, before I go further, I wanted to show you one more thing, right? What if 

you have to ignore the parallax effect and what if you did not have a tele centric setup and 

you still attempted something like this then what would happen?  

So you would expect things to not work out that well because that is a phenomenon called, 

we call it pixel migration. What it means is that if you take a camera and move forward, see 

just as when you translate a camera we said that is normally called stereo, when you translate 

in plain, that is like stereo, that is a regular stereo. 

There is something called axial stereo, axial stereo means you take a camera and walk along 

the optical axis, you are translating, but you are not translating like this. This is in plain 



translation, you translate along the optical axis that is called axial stereo, axial stereo is 

seldom used because the parallax that you get, you have to move a lot in order to see a 

parallax that you can actually identify, reasonably well. But as far as shape from focus is 

concerned, what happens is, if you try to walk with the camera, when you walk forward and 

you do not have this kind of a tele centricity in your camera most camera, most of our regular 

cameras do not have that kind of a tele centric setup. 

Therefore, when you move right what will happen is each pixel will now start to move across 

the frames as a function of (())(17:10) in depth. It is not just scaling, if you think that these 

are all scaled versions of each other, it is not correct, because when you move, there is an 

axial stereo going on.  

Only thing is that pixel motion is much less than what happens when you translate, when you 

translate, if you see the parallax effect that will be much higher. It is also the reason why you 

do not find stereo where they have cannot to translate this way. They will typically have a 

stereo rig where they keep the bass line separated like that. And then the opposite axis this 

way, not that way. 

So it is not like I turn on camera on here, and then I turn the next camera on there or maybe 

whatever, you do not have a setup like that. So typically, it is like there is a baseline, they are 

separated in play. But if you walk like this, that also is stereo that is called axial stereo. But 

what happens is right in this case, because it is not a stereo because you are getting these 

blurred frames.  

So you get an effect that is both, there is a combination of axial stereo plus the blur. But axial 

stereo itself is not really such as sort of a great cue for depth. So what happens is, but then if 

you tend to ignore that, and if you say that I will still run my operator through the stack like 

that, what could have happened is, what could have possibly happened is.  
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So here, we assume that all these points are aligned, right that need not be the case anymore. 

So this point could have moved slightly away here. And then in the other frame it could have 

moved somewhat a little more, and so on. So unless you know where it is going, I mean if 

you know where it is going, you could apply the operator there, but then to know where it is 

going, you should know its depth, which is exactly what we are trying to find out. So we do 

not know where it is going. So unless you account for that motion and if you simply blindly 

say that I will go ahead and apply my focus operator here, you will end up going wrong. Do 

you accept that? So if there is a parallax delay, let it be axial, but still there is going to be 

some parallax. 

So is this called pixel migration, where these pixels start to migrate depending upon where 

they are in the scene, each pixel will migrate in its own way. 

Student: (())(19:15) delta d. 

Professor: That is okay, no delta t is known but then for that delta d each scene point will 

move in its... 

Student: (())(19:23) 

Professor: No no, you will not know that, to solve for the depth you need to do this focus 

measure plot, do the focus measure plot here assuming that the same pixel exists at the same 

location across the frames, but that is no longer true because they are moving and you do not 

know where they are going. So for example, you do not know that next time you should be 



putting the operator here and you end for this frame, you should be putting the operator there 

you do not know that because the moment you translate rate, there is a parallax, parallax is 

not scaling. 

See, for example, when you translate like this, when you translate like this, we do not say that 

there is a simple translation in the scene. When you cannot have a homography that will 

simply translate one to kind of map onto the other, because of the fact that different points are 

existing at their own depth, and therefore each one moves independently of the other.  

Same thing with this, see, the whole idea is that the only case when you can have a 

homography relating multiple views is when the camera does not move. Whenever you 

translate, whether you translate in plane or whether you translate out of plane, there is always 

a parallax, except that the parallax that is visible more visible is the one that when you do in 

play, that is one that gives you a better cue for depth if you are using stereo. 

In this case, because (())(20:41) from focus has constructed this way that you actually move 

along the optical axis. So, what you encounter is actual stereo. But, but then because of the 

fact that we do not know the original depth, we do not know where these guys are going. So 

if you simply blindly apply a focus operator, then you are actually mapping wrong, you are 

not looking at the same pixel anymore because something else has migrated there and you are 

looking at its measure, then you are looking at something else that has migrated into the next 

frame and you are looking at its measure and therefore you are not likely to do well.  

So right so we had one of my students this is again bold work, but I just wanted to share that 

work with us right, So where we had handled this one SFF with parallax. So I will show you 

those example. 
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It's just interesting to see what happens, is this full view? I do not know how to get the full 

view. So let me just go down I will just show you how those how those images look like.  
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See this, okay. Now this is actually a statue, this is like a handheld wooden statue. And he 

had his camera and he was walking, this is not a microscope anymore because we wanted to 

see how this works. If you will actually take a camera and walk. 
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So if you see, if you get a look at look at this depth map, this is how it looks like and it looks 

okay, despite the fact that the camera actually moved and then here is a focused image 

corresponding to that. If we did not take parallax into account then see what you get, see this 

nose that has gotten squished, see what this actually means is that the nose should have come 

straight, and because of the fact that these pixels are migrating you are actually planting at the 

planting wrong d bar now.  

This is what will happen if you do not get this, if you do not account for this parallax effect. I 

just wanted to show this image so that you get an understanding that this face looks like a 

contorted face, it does not look like the original face anymore. 
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I think I have a few more examples like that. Yeah, but that one is the most. These are all 

ones that work. And the one that fails, right I think this is was one that we had shown. And 

then I also wanted to show you about this. See this, I mean here is a globe, this is just your 

globe, you have kind of multiple images and you see a dent here on this globe, there is some 

dent there. 
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Now, if you reconstruct it correctly, then what you will see is this dent here, which actually 

shows up pretty correctly, and you have a smooth surface, and then there is a small little dent, 

I think you can make out dent here. 
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But then if you do not take parallax into account, then what you end up with something like 

this image, you end up with something like that. So you can go and see very wrong, which is 

also the reason while I said hat time that people were still not talking about taking shape from 

focus out of the lab, because they knew that you had to solve all this. If you do this, you 

could still achieve. I mean if you wanted to escalate the challenge and if you wanted to take it 

out and do it, you still can do it, but then provided you take into account all these factors. 

In fact, recently right I know recently I saw a paper in 2015, this is still pretty old, I mean this 

is which year was? This was 2011, right? 
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Now, look at the paper that came in 2015. So, he talks about depth from focus so shape from 

focus what he calls it depth from focus with your cell phone, a mobile phone. Again the same 

issue okay that one also for example, he shows that on a keyboard, you can actually do it 

okay. 
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So he appears a keyboard for which he gets a depth map right there. And then he shows some 

examples I mean pretty impressive, and these are people that will actually focus stack 

alignments. So if you see this work I mean, previous work corrected for magnification 

changes to scaling and translating or a similarity transform.  

However, these global translations are inadequate for doing for local parallax and that is what 

I said. So you cannot account for that, to account for that you should know the depth, and 

which is like the chicken and egg problem, that if you knew the depth and when you know 

where to go but that is the whole point, we do not know what is the depth and then he shows 

some examples here. 
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Of course, I see these are not easy anymore okay, in the sense that the moment you start 

walking, then there is all this parallax and what did they actually do is what is called an 

optical flow. So, optical flow is sort of a generalization of your homography notion, 

homography helps you with one law, it helps you map the entire image right, this apply with 

that one law, homograph is like applying one linear transformation that you can apply on the 

entire image.  

An optical flow is not like that, on optical flow you can think of trying to tell where each 

pixel is going independently of the other. So it is like saying that if you translate it so it is like 

something like if you computed a stereo, it will tell you where exactly each point went, 

optical flow will do something like that. 

It will tell you about where each pixel has gone, in fact, it is used to compute stereo depth 

maps and so on. So it assumes that your intensity would not change across the frames much, 

there is the result sort of an illumination constancy constraint and all they put and they try to 

solve it some optimization problem.  

The thing is here, the optical stereo see, they could always ask when there is already a stereo 

cue why use blur then, if there is already stereo cue. The point is they are only using the 

stereo cue to the extent that they will not align the image because they are still banking on 

blur as a cue, because like I said if you want a stereo, you would translate this way and not 

this way. 

This gives you very little of this parallax, but if the little amount is not taken care off then you 

will go wrong when you try to do this focus measure curve so anyway, it has to be accounted 

for. So finally this depth that he is computing is still from blur as a cue that is why he writes it 

as the depth from focus. It does not say depth from stereo. Although there is parallax 

inherently there is stereo running right across images, there is a cue but that cue is not really 

what he is using, he is using that to simply align it, he is not using that to, you could 

theoretically use both, but in this paper that is not what they do. 

What is called really a cooperative defocus stereo that is called where let us say people use 

actually both cues to come up with a depth map and so on that is called a cooperative method. 

So here is using the optical flow to kind of do a compensation for this pixel motion. And 

because the pixel motion is compensated for, now we can run the autofocus operator and then 



you are going to happy doing it and then okay, now, here are some examples. Let me just go 

down and show you some examples. 
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So right so here is what is it so he says multiple, okay, data sets, captured with a handheld 

Samsung Galaxy. Little right number of frames, so plants, so he has got about 23 frames of 

that. So he has also given the number of frames, bottles, some of these mini frames fruits, 

metals, 33, window is I think metals is this, this is some window, I think, and then there is a 

phone a telephone, and for each one of them he constructs a depth map and that is what they 

show.  

So, I just wanted to tell you that it will take some time for these things eventually come on 

the phone and so on, but as academicians we are always interested in knowing what all does 

an image reveal to you. No, the optical flow is what will actually, the way it works is optical 

flow will tell you that these two objects are at the same time because they are moving by the 

same amount, it is the other way around.  

See, optical flow is computed across frames, you have a bunch of frames you compute the 

optical flow means what should be the motion, x, y motion that I should apply on each pixel 

that is on the first frame so that it aligns with the second. Now if it turns out that a pixel here 

and some other this one right a pixel there, if they both show that they are both moving by the 

same x, y amount that it means that they are both at the same depth. So, optical flow is 

something that will I mean use optical flow to kind of reconstruct, a depth map. And from 



that they are you can actually make a domain, either you look at the optical flow, interpret it 

or you use the optical flow to construct a depth map and then you interpret it. 

But the idea is still the same, that if I let a of bunch of these pixels move by the same amount, 

as let us say some other bunch, then it means that right that these two objects, they could be 

the same object or they could be say different objects in the scene, but they are both at the 

same depth. But here, he is not using all of that, he is just doing some optical flow alignment, 

a crude alignment, so that he can run the focus measure of it. His idea is to extend different 

focus to a real world, where you can take a mobile phone and do it. So the idea is not really 

stereo is not the idea, and I do not want us to focus wrongly. 

Stereo is not the idea here, stereo is only to do that (())(29:57) composition that you need in 

order to make these frames aligned, because then only you can run, so his depth cue is all due 

to blur and why would he capture that many frames; 30 frames, 35 frames for stereo you need 

two frames.  

He is running he is capturing a whole stack now, capturing a stack but then he is aligning the 

stack because he understands that there is a parallax which needs to be accounted for. And 

once the frames are aligned then he runs a depth from focus algorithm. I have not read the 

paper fully to know what focus operators are but some focus operating must have been used 

then, okay? 

 


