Linear Dynamical Systems
Prof. Tushar Jain
Department of Electrical Engineering
Indian Institute of Technology, Mandi

Tutorial on Stability
Lecture - 13
Tutorial - 2

So, today we will see the Tutorial for the Stability week.

(Refer Slide Time: 00:17)

:
L i

P

N’

e
£

.

NPTEL

@ Solvability of Lyapunov equations (Lecture Slide 22

@ BIBO and internal stability (Lecture slides 38 - 43)

@ Lyapunov's theory for linear systems Lecture slide 30)
Q Margin of stability (Lecture slide 30)

@ Stability of linear time variant systems (Lecture slide 56)

Q Sampling and stability

@ Stability and Jordan canonical form (Lecture slides 53 - 54 )

So, again the outline of this tutorial is arranged in such a way so that whatever the theoretical
research we have discussed during the whole week, we will see the direct application of those
detailed results. In addition, we have also written the slide number as well. So, that you can

refer to the theoretical results while applying those results to solve some problems.



So, we will start with the solvability of Lyapunov equations; BIBO and internal stability;
questions related to the Lyapunov theory for linear systems. We will also see the margin of

stability which we have not discussed in detail during the lecture.

Then, we will see the stability of linear time variant systems followed by the sampling and
stability. This topic was also not covered explicitly during the lecture week. And finally, the
stability or some or knowing some relationship between the stability and the Jordan canonical

forms.

(Refer Slide Time: 01:25)
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Problem 1 = ™ NpTEL

Consider the system & = Az with

ot

Comment cn the solvability of the Lyapunov matrix equation
ATP+PA=-Q,Q=Q" = 0.

Recall! -Lecture Slide 22

Let A € B™" and let Ay,..., A, denote the (not necessarily
distinct) eigenvalues of A, then the equation

ATP+PA=-Q, Q=Q"»0

has a unique solution for P corresponding to each ) if and only if
XN#0, A+ A #0forall rl

So, the problem first deals with the solvability of the Lyapunov matrix equation. So, while

one of the key results in the stability, we had seen that Lyapunov equation played a key role



and it hinges on to compute the matrix P given the matrix Q. So, here we will see that how

you can compute that matrix.

During the lecture slide we had seen one formula which requires the computing one integral.
So, if we do not want to compute the integral and we just want to comment on the solvability
of the of the equation or computing some P matrix for a given Q. So, this problem deals with

that issue.

So, here we consider a linear system which is a homogeneous with the state matrix A 0 1
minus 1 0. So, here we need to comment on the solvability of the Lyapunov matrix equation

which is given by this one.

Now, note that here that in the stability result concerning with the Lyapunov equation Q was
chosen as a positive definite matrix. Now, here we have chosen Q as semi definite. So, we
will see in the solution that what is the significance of selecting the Q as a semi definite

matrix.

So, here recall the lecture slide number 22; therefore, squared matrix of dimension n. We, an
having the eigenvalues lambda 1 to lambda n, eigenvalues of a; then, the equation has a
unique solution of P corresponding to each Q. Now, note that here Q is against selected as a

positive definite.

So, in the slides we discussed or we focus mainly on the positive definite matrices. So,
corresponding to each Q if and only if, the eigenvalue of the matrix A is not equal to 0. In
addition, the summation of that 2 distinct eigenvalues or in fact, 2 similar eigenvalues should

not be equal to 0 for all i comma j.



(Refer Slide Time: 03:47)

Solution to Problem 1 m . g*i}

The eigenvalues of A are A, Ay = £ and therefore the required
condition is violated. Thus, the Lyapunov equation
ATP 4 PA = —() does not possess a unigue solution for a given

Q

We now verify this for two specific cases:
@ When () = ), we obtain:

ATP 4 PA= 0 =1 | P2 L[ P 01
L 0] |piz p) |2 pn) -1 0

| 2m2 opu-pe| (000

i — P 2m9 00

or pia = 0 and pyy = poo. Therefore, for any a € R, the
matrix P =gl is a solution of the Lyapunov matrix equation.

So, if you compute the eigenvalues of the matrix A directly, you would see that it is on the
imaginary axis plus minus j. So, therefore, the required condition is violated. So, we can say

that the Lyapunov equation which was given by this does not possess a unique solution for a

given Q.

Now, we wanted to comment on to the solvability only for a semi definite matrix; but we had
seen that if Q had been chosen as a positive technique matrix and if the eigenvalues are lying

on the imagery axis, then it does not possess a unique solution.

Now, let us consider a case where Q is a semi definite. So, we directly select Q as a 0 matrix
and if we start solving the left hand side of this Lyapunov equation, we would have A

transpose P plus P into A.



So, all the matrices a matrix and its transpose are written in or a substituted in the into this
equation and for computing the P matrix, we have used ah symbolic variables P 1 1 P 1 2 and
this P 1 2 as well because it is a symmetric matrix and P 2 2. So, substituting these values, we
obtain that we can compute the solution for P’s which are given by P 1 2 is equal to 0 and P 1

1 is equal to P 22; meaning to say they exists a solution for a semi definite matrix.

Now, suppose therefore, for any a belonging to a set of real numbers the matrix P is equal to a
is the solution of the Lyapunov matrix equation. So, the consequence of choosing Q as semi
definite matrix, we see though it does not possess a unique solution because for different a s,
we will obtain different P, but being a semi definite matrix, we can ensure that there exists at

least 1 solution ok.

(Refer Slide Time: 05:5)
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o When Q = 21, we cbtain:

ATpapa=| ~H2 Pu-pz
pi-pz I

20
Tl0 -2

or pp; = pyo and pya = 1 and pjg = —1, which is impossible.
Therefore, for () = ~2I the Lyapunov equation has ne
solution at all.

.I..



Now, choosing Q as a strictly positive definite matrix, you would see once you start solving
for all the P 1j’s you would see that you obtained P 1 1 is equal to P 2 2 and P 1 2 is equal to
I and P 1 2 is equal to minus 1 which is not possible. So, for Q is equal to 2 I should be 2 I;

the Lyapunov equation has no solution at all right.

(Refer Slide Time: 06:23)
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Problem 2

Consider the continuous time linear time invariant (CT-LTI) system

—1 {l l]
i(t) = z(t) + u{f

yBr=[1 1 -1]a(t)

with 2(0) = [J'“, Eaq —|.-j.l'"_:|;]lr. Analyze the system for
internal and BIBO stability.

The problem 2 deals with that given continuous time linear time invariant system, where the
A matrix is a square matrix or dimension 3, similarly the B matrix is 3 cross 1 and the C
matrix is 1 cross 3. So, again it is a single inputs single output system with initial conditions
given as this. So, note that here that x 3 is given in terms of the initial condition of the second
state. So, we want to analyze the system separately for the internal stability and also for the
BIBO stability. If we write explicitly the dynamics of that state specific equation, we can

write 3 different equation.
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Solution: BIBO stability

The dynamics can be written as:
I =-1+ I!{f)“!"g =29+ 203,09 =2r9 4 13 thus,

t
oi(t) =e o +et [ e"u(r)dr

4
2a(t) = 0.5¢7 (ag + z30) + €% (0.7522p + 0.525p)
.l";;(” =t (0.5 + 0.2-’3!;;[;) + e [0-51"20 + []35!]}

= —(.125¢7! + 0.125¢™

t
y(t) =21+ 20— 25 =¢'z10 + " ([ :'Tr:(."}rh') — 0.25¢ "y
+ 0

It is easy to see that the output y(t) is bounded when u(t) is
bounded for all £. Thus, the system is clearly BIBO stable.

One in each for the different sets; x 1 dot, x 2 dot and x 3 dot. So, if you see the first equation
first the state of or the right hand side does not contain any x 2 and x 3. So, we can separately
solve this equation for x 1 which has been done here by using the variation of constants
formula; then, putting those x 1 or using those x 1, we can compute this x 2 and x 3 separately

for that given initial conditions.

Now, right computing y t which is nothing but the summation of the first two set minus the
third set, we obtain final this result. So, you would see that we can show that given bounded
input signal, you being a bounded signal, we would obtain a bounded output for all time t hm.

So, this system is clearly a BIBO stable system.



(Refer Slide Time: 08:19)

Solution to Problem 2 o f:
s
Solution: Internal stability ~ = TR
The matrix A is given as : Bi0 2 Tukiral
fll o S
-1 00 :
A=]0 12 =

0 21

which has the eigen values —1, —1 and 3 and thus the system is not

internally stable in the sense of Lyapunov (which requires the eigen
values to be negative). Note that the transfer function has a zero
at 5 = 3 and hence this pole-zero cancellation leads to the internal
instability of the system | although the system is BIBO stable.

Recalll-Lecture slides 38-43

This example illustrates the fact that

External stability =% Internal stability (in the sense of Lyapunov)
L e Dt

Now, checking for the internal stability which requires to compute the eigenvalues, you
would notice the eigenvalues of the a matrix computed as minus 1 and minus 1 and 3 ok. So,
it is clearly visible that because of one of the eigenvalues being on the right hand side, the
state space system is not at all stable in the sense of Lyapunov is one of the definitions we had

introduced during the lecture week.

Now, one important conclusion we also made during the lecture week while discussing the
relationship between the BIBO stability and the Lyapunov stability, whether the both ways
implication holds that if my system is BIBO stable, does it implied that it would be internal

stable or if my system is internal stable my system would automatically be BIBO stable.



Now, with this example we have see that the state space equation is BIBO stable, but it is not
internal stable. So, this implication would hold true while this implication won’t hold. So,

which is a false.

So, here we have written this external stability. By external stability, we actually mean the
BIBO stability because we also call this external stability because we are dealing it, we are
dealing with the external signals u and y not with the internal signals which is the state. So,

that is why the we call it the internal stability ok.

(Refer Slide Time: 10:03)

Lyapunov's theory of stability for linear systems L fq;'}

Assume that the origin of the system & = Axr is asymptotically
stable. Then prove that the matrix A is similar to a matrix A
which satisfies A+ AT < 0.

In other words, the system & = Ax is equivalent by a linear change
of coordinates to a system Z = Az for which the Euclidean norm is
strictly decreasing along non-zero ss_lutians.

Recall

This question is based on the lecture slide 30 which discusses the
Lyapunov's theory of stability for linear systems

The problem 3 deals with that the assume that the origin of the system which is a
homogeneous system given the state matrix A; A is asymptotically stable. So, we know that

all the eigenvalues of this matrix lie on the left hand side, then we need to show that the



matrix A is similar to another matrix A bar which satisfies that A bar plus A bar transpose is

a negative definite ok.

So, this question can also be formulated in another words that is to say with the system is
equivalent by a linear change of co-ordinates to a system in terms of the state denoted by z
with the A bar state matrix for which the Euclidean norm is strictly decreasing along non zero

solutions.

So, if you recall that the Euclidean norm, it is equivalent to computing the 2 norm of the
matrix or the vector ok. So, let us see the solution to this problem. So, here you should recall

the slide number 30 which discusses the Lyapunov theory of stability for linear systems.

(Refer Slide Time: 11:15)

Solution to Problem 3 s g‘?}
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Recall that since the matrix A is Hurwitz there exists positive_lc'eflnite = TR
solution of the equation hro p ¥ .
B p ﬁ‘?‘r';, e glo
ATP+PA+Q=0 4+ p PRET

where () is positive definite. Setting () = I, there exists a
P>0:A"P+PA+I=0.

Also, there exists a positive definite matrix S such that 5% = P: it is

natural to write § = PV/* and call it the positive square root of P.
The matrix P!/2 is invertible and we can write P~1/2 £ (P1/2) g

Multiplying (1) on the right and on the left by P~'/* and rearranging it,

we obtain: - /‘_“-'ﬂr"\
PrUVIATPIR 4 plRpp-1/2 = _p-

Note that the right hand side is negative definite.

Now with A £ PV2AP-12 we seithat A is similar to A and
A+ AT < 0 s negative definite. This completes the proof.




So, recall that since the matrix A is Hurwitz, saying the matrix A being Hurwitz meaning that
all the eigenvalues are on the left hand side. So, there exist a positive definite solution to this
equation given a positive definite matrix Q ok. Now, this Q can be selected any positive

definite matrix.

So, we have selected that I. So, their exist any P which is again symmetric and positive
definite satisfying this equation ok. Since, the matrix is already is a stable matrix. So, the

Lyapunov equation would hold for the given Q and P.

Now, once we have computed the P matrix, we can define another positive definite matrix let
us say S such that S square is equal to P. Now, we can also write S is equal to the under root
of P and we shall call it the positives square root of the matrix P. Why the positive square

root?

Because we know that it whenever we are taking the square root of any a positive number. So,
the square root would be either on the positive side or on the negative side, but we are
specifically taking the positive square root and we call it this matrix as a positive square root

matrix of the computed matrix P.

Now, using the property of the symmetric and a positive definite matrix we say that this
matrix P to the power 1 by 2 is invertible and we can write this matrix is P to the power

minus 1 by 2 is the inverse of the square matrix itself ok.

So, multiplying 1 on the right hand side and on the left by P to the power minus 1 by 2 and
rearranging it, we obtain this equation. So, see if we can see this step in more detail. So,
starting from this equation, it would be I multiply P to the power minus 1 by 2 and here I

would have A transpose and P into P to the power minus 1 by 2 right.



This is the first term. The second term is P to the power minus 1 by 2 PA again P to the
power minus 1 by 2 plus the multiplication of P to the power minus 1 by 2 by itself would

yield P to the power minus 1 is equal to 0 ok.

Now, we combine these two terms which leads P to the power 1 by 2 which is system a to the
A transpose would stay as it is; this matrix as well. Now, on the second term, we would have

the P to the power 1 by 2 a matrix and this matrix would stay as it is.

Now, we take this P inverse onto the right hand side writing minus P inverse. So, we note
here that sense P is a positive definite matrix, its inverse would also be positive definite. So,

the right hand side would definitely be a negative definite matrix because of the negative

sign..

Now, with A bar defining is this complete part. We see that a is similar to A bar and A bar
plus A transpose is less than 0. In fact, you can see that the A bar is nothing but stimuli
algebraically equivalent to this matrix A, which is related by a non-singular transformation

matrix P to the power 1 by 2 ok. So, this completes the proof of this part.



(Refer Slide Time: 15:27)

Margin of stability ﬂhﬂ f*;'}
4 a0 \

Let o > 0 be a positive number, () be a positive definite matrix,
and A a matrix of the same size as ). Show that if there exists a

positive definite matrix P such that

Al p 24 0=
ATP+PA+20P=-Q

then every eigen values of A satisfies Re(\) < —o

This question is based on the lecture slide 30 which discusses the
Lyapunov's theory of stability for linear systems

In the problem 4, we see that given a positive number sigma and Q be a positive definite
matrix and A a matrix of the same size as Q. So, that if there exists a positive definite matrix
P such that it satisfies this equation; then, every eigenvalue of a satisfies that the real part of

the eigenvalue is less than minus sigma.

So, you would notice here that if this part is not there, then this equation is nothing but
Lyapunov equation. Now, and we know that for a given positive definite matrix Q if there
exists a positive definite matrix P, then the A matrix would be a stable matrix that is to say

that all eigenvalues would be on the left hand side, if this part is not there ok.

Now, with the addition of this part, what we need to show now or what it implies that the
eigenvalues of the A matrix are also shifted towards the left hand side or let us say the in fact,

the axis the 0 axis is shifted to the left hand side. So, the results which we discussed in the



lecture slide 30; by using those results, we would going to show that the axis has been also

shifted towards the left hand side by adding this time into the Lyapunov equation.

(Refer Slide Time: 17:07)
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Let )\ be a (possibly complex) eigenvlaue of A and v be the T T NPTEL

corresponding eigenvector, then Ay =AYV

v {;l.'r_P + Pd 4 '_.)ﬂ_fiﬂ-r‘ - r"Qr'
SR = (Av)' Po+v*P(dv) + 200" Py = ~v"Qu
b= = M Pv+ M Pv+ 200" Pv==v"Qv
= (A+A+20)0" Po==0"Qv
Since () is positive definite matrix, the right hand side of the above

equation is negative definite. Also, since P is positive definite it is
necessary that

(A+A+20) <0 = Re(\)<-20 = A< -0

and since A was an arbitrary eigenvalue pf A, every eigenvalue A of
A must satisfy \ < —o.

So, here we would going to use the quadratic forms and the matrix norms which we have
introduced during the lecture week. So, let lambda be a possibly complex eigenvalue of the
matrix A and v be the corresponding eigen vector right. So, we know already that for
associated to the eigenvalue A, the eigenvector we can represent as A v is equal to lambda

time v, where v is the eigenvector associated with the lambda.

Now, using the equation, we write the quadratic form which is v star; v start as a complex
conjugate of the vector v and this complete matrix which is on the left hand side into v. Now,

we know that this equation already holds. So, I can write on the right hand side also minus v



star Q v. Now, using one of the so, if I write this part only we would have v star A transpose

v. Now, another way of writing this part or in fact, I forgot this one.

So, we would have this part also if I open this bracket. So, specifically this part, I can write as
the complex conjugate transpose of the matrix of the vector A into v hm. You can see this
equalization transiting from this part to this part, the rest of the part would remain same plus
v star P A into v plus I k because sigma is a scalar. So, I can commute with the vector. So, I

write 2 sigma v star P into v which is equal to the right hand side as it is.

Now, using this equation since it is a complex conjugate transpose, it would become the
complex conjugate of the of the lambda as well. Lambda bar v star P v similarly A v could
also be replaced by this lambda v. Again, lambda is a scalar. So, I can commute. So, we
would have v star P v and similarly, on to the third term. Now, if I take the common part
which is v star P v onto the right hand side and group all these scalar values which is lambda

bar plus lambda plus 2 sigma right.

So, what do we need for this matrix to be stable that the right hand side of the above should
also be negative definite. Now, this would be become negative definite, if this scalar is less
than 0 is on the left hand side. Now, if I combine this lambda bar plus lambda, it becomes
twice the real part of lambda because lambda bar is a complex conjugate transpose of in fact,

the complex conjugate of the lambda only.

So, I would have that lambda should be less than minus sigma and since lambda was an
arbitrary eigenvalue of A. So, this is a o and every eigenvalue lambda of a must satisfy that

lambda should be less than minus sigma ok.

So, this completes the proof of this part. So, one important conclusion you should note here
that if we add this term into the Lyapunov equation, the key implication is that all the
eigenvalues of A would also be shift to all would also be shift towards the left hand side of

that scalar parameter introduced in the Lyapunov equation ok.



(Refer Slide Time: 21:05)

Stability of linear time variant systems

Consider the system

1 o
.'r=,-1(.')_r=[”' _IF t € (—00,x)

Analyze the system for stability.

This question is based on the lecture slide 57- “the fact that it is
not possible to comment on the stability of a linear time varying
system by merely computing the eigen values of the state matrix”.

So, the problem 5 deals with the stability of linear time varying systems. So, consider the
system now homogeneous system once again, where A of t is given by this matrix which is a

time dependent matrix. So, we want to analyze the system for stability.

So, this equation is this question is based on the lecture slide 57, where if I put some of the
one of the statements from that slide that the fact that it is not possible to comment on the
stability of a linear time varying system by merely computing the eigenvalues of the state
matrix. So, so far if my system is an LTI system, we have been determining the stability by

computing the eigenvalues.



Now, if we want to applying the same concept to time varying matrix, we had established that
using the eigenvalue concept, you cannot determine the stability of time varying system

though it is linear. So, we will see that how we can compute the determine the stability.

(Refer Slide Time: 22:17)
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For each {, the matrix A(l) has -1 pa repeated eigenvalue. ~ = wetEL

The solution for 23 is xo(t) = e "y, If we substitute this into the
equation for xy, then

ot "Typ+e ( (s fh)

!
=g I|”|r (r
I
9

28

I rnds\

e J|”+rJ (( r:”—u"}

=¢ 'z $ = tpog)— =€ "
10 9 20 ] A

Because of the exponential growth term, if 29y # 0 then

xy(t) = o0 as t —+ o0, Thus, negative real parts for all eigenvalues
is not a sufficient condition for asymptotic convergence of all
solutions to the origin in a linear time-varying system.

So, for each t, this you can do very a very quick test that using this A of t matrix first of all
will compute the eigenvalues. So, you would notice that the matrix has a repeated eigenvalue

on minus 1.

Now, according to that concept, we see that the matrix or the homogeneous system is a stable
system. But if we pay attention towards its computing the solution, so we see that x 2 can be

computed explicitly and by putting x 2 into the first equation, we can compute x 1.



So, x 2 trajectory is a stable trajectory for every initial condition right, but if we pay close
attention to x 1 t because of this part, since it involves the positive powers of the exponential,
we see that the x 1 trajectory we will reach towards infinity; x t tends to infinity meaning to

say that this system is not stable because if the system is happened to be stable.

Both the state trajectory should reach to 0, x t tends to infinity. While performing the
eigenvalue test on this, homogeneous system a signifies that this homogenous system is a
stable system. So, eigenvalue test is not applicable for time varying systems and we need to or

one way is to compute the solution.

(Refer Slide Time: 23:53)
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Sampling and stability ﬂhi f*;’}
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Compare the stability of the system
r=Azr

with A = [02 l_.] with its discrete time counterpart (obtained

using the Euler's method) with a sampling time T' = (.5 and
T=0.1.

So, this problem is an interesting problem, where we would utilize some concepts which we

the discretization concept, we have introduced in the week 1 that we want to compare or first



of all we want to determine the stability of the LTI system given this a matrix and we want to

compare the stability once the system is discretize.

Now, we had separate test for determining the stability given a continuous time system and at
a discrete time system. Now, the problem here is that we are provided with the continuous
time system. Now, if we discretized it using the methods we have introduce in the week 1, we
want to verify that the discrete time system is also stable or whether the stability depends on

the sampling time right.

So, here first of all we will. So, there were 2 methods we have introduced for the
discretization; first is the Euler’s method and the where we have approximated this day where
depart by that method, another method is when we considered the signal u as a piecewise
constant signal between the 2 sampling instant and then we computed another discretization

form of the continuous time system.

So, here first of all we will do the sampling using the Euler method at 2 different time
sampling times 0.5 and 0.1 and we see whether the system is a state stable or unstable given

the stability or un stability in the continuous time domain.



(Refer Slide Time: 25:47)

Solution to Problem 6 ey :}
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Stable CT system

The eigen values of A are computed as —0.4384 and —4.5616
which clearly shows that the 's'?stem is internally stable.

So, it we can quickly verify that the eigenvalues of the continuous time A matrix lie on the

left hand side and on the real axis. So, it is clearly an internal stable system right.



(Refer Slide Time: 26:03)

Solution to Problem 6 Py
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Discrete counterpart at T = 0.5

Using the Euler method the discrete system is given s:
ga(k+1) = (TA+I) z4(k) = Agzq(k)

where T is the sampling time With T'= (.5 the state matrix is

given as:
1 035
A=
: [—1 -1.5}

with eigenvalues: —1.281 and (.7808. Since one of the eigenvalue
has magnitude greater than 1, the system is unstable.

Now, if we sample it using the Euler’s method at the sample time T is equal to 0.5, this would
be the A matrix in that case sample time multiplied by the A matrix plus an identity matrix of
the appropriate dimension. So, we obtain this ad after porting this T is equal to 0.5, the

continuous time a matrix and the identity we obtain this A of d ok.

Now, computing the eigenvalues of this ad matrix, we see that one of the eigenvalues is
inside the unit circle, while another eigenvalue is outside the unit circle. So, if I sample my
continuous time system at 0.5, we notice that the system is no longer a stable system in the

discrete time domain.



(Refer Slide Time: 26:53)

Solution to Problem 6
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Discrete counterpart at T = (.1

With T' = 0.1 the state matrix is given as:

o1
HM=102 05

with eigenvalues: (.5438 and 0.9562. Since the eigenvalues have
magnitude less than 1, the system is stable.

o It can be verified that the system obtained after discretizing
using Euler method is stable as long as T' < 0.453,

o Using another method of discretization or determining the
stability of the discrete-time state matrix obtained using
cpd-MATLAB command, the state matrix is always stable

Now, verifying at T is equal to 0.1, we see this A d matrix and computing the eigenvalues, we
notice that both the eigenvalues are in fact, inside the units circle. So, at 1 sample time T is
equal to 0.1, it is a stable matrix or it is a still a stable system; for another sample time which
is a bit on the higher side, we see that the system is no longer stable system and you can also
parameterize the stability in terms of the sample time by solving this last equation in terms of

T and determining the condition on the T.

So, we see that for all positive sampling time less than 0.53, the discrete time counter part of
the continuous time system would always be stable right. This is bit what we have noticed; at
once we have chosen capital T is equal to 0.5 which is greater than this value, then the system

becomes an unstable system right.



So, now if we use another method of discretization that is the second method which is
equivalent to computing the discretize system by using the ¢2d command in the MATLAB
which is the continuous to discrete time domain discretization. So, you will notice that that
state matrix, whatever the state matrix we would obtain it would be stable for all the sample

time .

So, this method, so, one of the consequences or one of the motivation behind using another
method of discretization is that the Euler method, it is the least accurate result, provides the
least accurate discretization discretize system and this is also visible in determining the

stability also.

So, this condition provides a very conservative estimate of the sampling time. Now, for the
more accurate discretize method which is equivalent to the c2d command we say that the or

you would notice that the state matrix is always a stable matrix.



(Refer Slide Time: 29:19)

Jordan forms stability and minimal polynomial

Comment on the stability of the system & = Az with
-1 0 00 0
IS =1 (e=]
A=|1 -1 00 -1j.
0 0 00 -1
-1 1 0t0 1

This question is based on the lecture slide 53 — 54 which discuss
relationship between stability, Jordan forms and minimal
polynomial.

So, this is the last problem of this tutorial. So, we want to comment on the stability of the
system x dot is equal to A x, where A is given by this 5 cross 5 matrix. So, here we would
utilize the theoretical results, we had discussed onto the slide number 53 and 54 which
basically discussed the relationship between the stability, the Jordan forms and the minimal

polynomial.

So, if you recall that we had defined the or we have obtained one of the results of for stability
that if the eigenvalues are on the left hand side and if some of the eigenvalues are on the
imaginary axis or the origin and corresponding to those eigenvalues which has the zero real

part, if the Jordan blocks are of 1 cross 1, then the system is marginally stable.

So, first of all we will compute the eigenvalues of this matrix, then convert them into another

canonical form which is called the Jordan forms and we will see that whether if there are



some eigenvalues on the having the zero real part if all the Jordan blocks are 1 cross 1, then

the system is stable. If it is not, then the system going to be a marginally stable equivalently.

We have also defined in terms of computing the minimal polynomial which is basically
computing the roots of a polynomial of a degree lesser than the characteristic polynomial if
possible and there are some properties which needs to be satisfy for a minimal for the

polynomial being the minimal polynomial.
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The Jordan form of a matrix can be computed using the concepts
of eigenvalues, eigenvectors and the generalized eigenvectors. Or
you can also use MATLAB command: J = jordan(A).

The eigenvalues of A are computed to be 0,0,0,0,~1. For the
given A the Jordan form is computed to be:

Clearly the Jordan blocks corresponding the zero eigenvalues are
not 1 x 1 and hence the system under consideration is not
marginally stable

So, first of all we will compute the eigenvalues. The eigenvalues of this A matrix we have the
repeated eigenvalues at the origin and the another eigenvalues on minus 1 ok. So, for
computing the Jordan form, you can use this MATLAB command which is given by its name

Jordan and by the given metric A. So, this J matrix you would obtain.



Now, if you notice here, we have 4 repeated eigenvalues at the origin and one eigenvalue at

minus 1. So, start from; so, first of all we will start from the we will form the Jordan blocks.

So, the first block is this one which is corresponding to 3 repeated eigenvalues at 0; another
Jordan block is with respect to minus 1 and the last Jordan block is with respect to the forth
eigenvalue at 0. So, here we notice that at the repeated eigenvalues at the origin we have a

Jordan block of 3 cross 3. So, this system is not a marginally stable system ok.
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Minimal pelynomial
The characteristic polynomial is given as s*(s + 1) = 0.
Furthermore, it is easily verified that A satisfies A%(A +I) =0

and hence the minimal polynomial is 5*(s + 1) which has repeated
roots at s = () and hence the systerh is unstable.

Now, computing the minimal polynomial, first we write the characteristic polynomial s to the
power 4 s plus 1 is equal to 0. So, from here you would see directly we would obtain the

repeated eigenvalues at located at 0 and another eigenvalue at minus 1.



Now, with the procedures introduced into the lecture slides, we compute the eigenvalues
sorry, the minimal polynomial and the minimal and the polynomial which is minimal and
satisfy all the properties we had introduce at that time. s given by s cube into s plus 1, the

degree of this polynomial is four while the degree of the characteristic polynomial was 5.

So, this is a (Refer Time: 33:08) degree and this minimal polynomial again shows that we
have 3 repeated eigenvalues at 0 which is equivalent to saying here into the Jordan blocks,
since the Jordan block is a 3 cross 3. So, it is trivial or it is expected from the minimal

polynomial that it would yield the not so simple eigenvalues located at the origin ok.



