Linear Systems Theory
Prof. Ramkrishna Pasumarthy
Department of Electrical Engineering
Indian Institute of Technology, Madras

Module - 11
Lecture - 03
Tutorial for Module 11

Hi everyone. So, today we will spend some time solving some problems related to LQR
and also look at problems from different methods that we had devised or derived earlier
and see what they mean in the context of our solution right. So, I will just solve some 3 or
4 problems and I just suppose to be a bunch of them online just for your own benefit. So,
let us start with the first one that could be that ok. Let us start with what happens in case

of a scalar system.
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So, I have x =ax + bu, x is in R and so is a b and u. Let me assume that the system matrix
is stable by itself. And I have a performance index of the form [ Ooo(qx2 + ru?)dt. And as

usual q and r are numbers which are greater than 0 ok. So, we need to find an optimal
control law that will minimize this j, next some control law of the form u = -kx, that will

minimize the j ok.



Now let us do a first step by step and then relate to the general theory that we have derived

earlier. So, with the application of this control law x = (a - b k)x ok. and then if I substitute

this u = -kx into my cost function this will be a fooo(q + rk?)x%dt ok.
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[ Linear Quadratic Regulator
- Consider a linear system x = Ax + Bu with u(t) = —Kx(t). Determine the matrix K that
ihEn] minimises the performance index
1 ;
/ / (x'Qx + u'Ru) dt. - (14)
—
A Substituting u(t) in given linear system and performance index, we obtain
—t :
A px %
— x=Mx—BKx=[A-BK)x: | / (' Qe+ K'REx) dt / x |0+ K RK) xdt
& Setting &' (Q + K'RK) x = —£(xPx), where P is real symmetric matrix, we obtain =
X {0+ KTRK) x = =4TPx = P = =x[(A = BK)'P -+ P4 - BK)Jx
Comparing both side of the above equation, we obtair
= \
(A BK)'P+ P(A - BK) = ~(Q + K'RK) (158
A Linear Systems Theory Module 17 Lecture 1 Ramkrishna P,

Now, let us just said check what we did here right. So, we had this cos function which was

more general and what did we do is set something like this right. Set the guy inside the
integral to -% (xTP x) and then we had a couple of justifications and why the why we were

doing this kind of a choice coming also from the from the invariance the Hamiltonians and

so on right.

So, we will stick to this and then see what this means in our context ok. So, I have so, once
I do this, so, what does it mean that I am doing a (q + rk?) x? is -2pxx. So, this will be -

2pxx is a - b k and the 2 x x will be x? ok.

Now, I can just rearrange all these 2 terms and I can write this in the following way; (q +
r k?+ 2p(a - b k)) x2 = 0 ok. Now for this to hold for all non zero x what we require is the
following; this (q + r k% +2p(a - b k)) = 0, right. This is just the scalar form of the of the

Riccati equation that we derived this one.
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The matrix P must satisfy the following reduced equation
A'P4PA-PBRTBTP+0Q=0 (16)
_ : " { a ] . o/
Equation (16) is called reduced matrix Riccati equation. [ Algbmi  Fioall &g el
Linear Systems Theary Module 11 Lecture 1 Ramkrishna P

Let us say a”p + pa will be twice p and so on right ok. So, what is the objective now? So,
one more step is if I look at this equation I can also write the equation equivalently as a

Lyapunov equation for a closed loop system right.

So, the when we say closed loop system stable? So, if we just look at the standard
Lyapunov equation for stability that will be that if there is any q which is symmetric and
positive definite, for which I can find a symmetric positive definite solution to this
Lyapunov equation then my system is asymptotically stable ok. So, that is the equivalent
of that here in this optimality case would be something like this and in the scalar case I can
just write it in the following way; (a - bk)p + p(a — bk)= -q - rk? ok. Now what do we

need to do is find an optimal control law right.

So, I am not just interested in finding a stabilizing control the system is stable by itself I
am also not interested in this placing the eigenvalues at certain location it could just be
solving a linear equation for K. So, I am finding an optimal control law here that will
minimize my cost function ok. So, let us find. So, essentially I am finding what is the value

of K ok.

So, 1 first thing is when the system is stable the system is stable then x at infinity will be

0 ok, so now j which is fooo(q + rk?)x?dt. So, I am just taking it from here. This will be

equal to the following minus [ 000 % (px?)dt ok.



So, this will be what? This will be simply px(0)? because x at infinity is say 0. Now to
minimize the value of J given some x(0) with respect to k ok. So, what are we looking at?
We are looking at a solution to the equation this one; Z_i: 0. So, P from this equation can

—q +rk?
2(a—-bk)

be written as and then ok 3—Z= 0. I will do all the math here and that will turn out

that this is P = rb—k or in other words. The K, the optimal control law K = %. Similar to what
we had here right, so, what was the optimal control law here; this R. So, in the scalar case

this will be pr—b that is what we just derived here in a very simplistic way right ok.
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So, we can also look at it in a slightly different way. So, if I take this equation q + rk2+
2
2p(a — bk) = 0. I can write this as q + 2pa + (Vrk — f)/_tr_’)z_ psz=O. So, this will have a

.. . . . . b
minimum when this guy over here is 0 so, the essentially means that this is k = pT ok. Now

this is what I derived right. Now what is the value of p? To find a K I need to find what is

what is p?

Now, p can be found out by the. So, I substitute in this equation plus rk? + twice p(a —

bk)= 0; I substitute for K and what I end up with is what is k? This is q + r(pr—b)2+ 2p(a-

2K2
bpr—b) =0. And I end up with solving a quadratic equation of the form also q + 2pa - 2 rb =

0 right. So, in this q is known to me, a is known, b is known, r is known and I can find an



appropriate p, find the right p, which gives me a K which is the which can be used to

compute the optimal control law u = -kx this is my optimal control law ok.

In a way I in other (Refer Time: 11:32) also maybe just quickly differentiate this with
respect to K and then will get this you get the same relation right. It is just a very simple

simplistic way of looking at it from a scalar system point of view ok.
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So, let us move it forward and say well I have x = Ax + Bu with A of the form [8 (1)]

because both of these problems I am just taking from the standard textbook of got all basic

control. So, assume u = -K x is of the form -k;x; - k,x, ok.

And let us say well I have a little easier looking cost function to be minimized that is
) Ooo xTxdt ok. And so, for some initial condition x(0) and just say [g] ok. Now [ want to

minimize this cost function with the entire natural frequency. Under natural frequency to

be 2 rad/s right ok.

So, this is my problem statement right. So, what is an appropriate u that will minimize this
function and also place the closed loop poles such that the un damped natural frequency is
2 rad/s. So, substituting the control law u = -k, x; into here, I find out first the characteristic
equation with u = -k;x; -k,x,. So, that will be. So, I have x;+ k,x;+ kix; = 0 next. So,

this substituted here would mean that k; = 4 ok.



So, essentially I am now looking at A - B K of the form [(1) __: ] ok. Now first is well
2

when is A- BK stable whenever k, >0, A - B K is stable ok. Now again I will do the same

exercise of computing what is the optimal control law.

fooo xTxdt t= xT (0)Px(0) or so. So, I have to find when is this optimal when is this cost
function minimized. This cost function is minimized if I put for Q = I, R = 0 into my
Riccati equation over here or even say over here I get the following expression. [ get
(A — BK)TP + P(A — BK) = -I ok.

P11 P12
P12 P22

This will be p,, ok. So, I just write it in this equation right I what is my A - B K of the

Now, let me assume that P is of the form [ ] is symmetric so, this will also be p;,.

. 0 —4 P11 P12 P11 P12 [0 1]
_ T + =
form is. So, (A — BK)" would be [1 kz],lhave [P12 Pzz] [P1z Pzz] —4 k,
-1 0
[0 —1] ok.
P11 P12

D1y pzz] in form of in terms of k.

So, I get now P in. So, I just have to solve for [
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P11 P12] _

So, what do I get is I rearrange terms and go through some computations; [P12 Dy

5k
2, 8
1
8

1
g 1 over 8 5 over 8 K 2 ok. The performance index is about J = x(0)7Px(0)

8k,

right. So, I just substitute for all these things ever x 0 was of the form ¢ and 0. So, what do

I get here is (% + %) c? ok. So, to minimize J I just do the following ddT] = 0 resulting in
2 2

kz :\/2_001(.

And therefore, u = -v20 x, and then the minimum value of J therefore, is because I know
P now is all this, ok. So, this is a minimum value of J ok. So, some straightforward steps
of how to compute the optimal control law given a certain problem ok. So, the last problem

for today we will do is the following.
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So, I will again do standard second order system with A = [_ ) 1], B= [ 1], Q [3 5

R= i ok. And then of course, it is a infinite horizon problem as usual. So, I just again fix

P11 P12

Pis Dro and I will here I can use the standard cost function that we have here right.

pas

So, J =/ 000 (xTQx + uT Ru)dt ok; so, the optimal control law in terms of elements of P that

P11 P12

S by Pzz]' How do I derive this that optimal control law? That is simply over here



right. I know what is R, I know what is B, I know how the terms of P look like. So, that

will simply be I just [ will just skip the computations.

So, u would be -4p1,x1(t) + p22x,(t) ok. And then now I again go back to the Riccati
equation which is this one, I look at what are the solutions I am given Q and [ am given R
and from that so, from the Riccati equation ok. I will skip all those computations, but what
substituting what P will substituting for P or substituting for A P B R and so on, will give

me the following things.

So, I have 4 p;,2 + 4p1, -2 =0. 1 have a -pyq - P12 + 2022 + 4P12D22 -3 =0, and lastly 1
have -2p;, - 2p,, + 4 p22% - 5 =0 ok. So, I have 3 equations here solving this equation

will give me this will give me py,.

I can use that p;, over here to get p,, and a substitute here to get whatever is remain that
is py1 ok. I will just say this is this is very standard process. So, and the P that we get will

look in the following way 1.7363 0.3660 0.3660 1.4729 ok.

Then I can plug this P into my optimal control law right. So, that is and then of course, all

the all the steps will follow that I just substitute for P here and the j minimum will just be
as usual %x(O)TPx(O) and that will be 7.9047 ok. So, that is that is again I am just taking

you through the process and see what that what that things that we learnt yesterday be ok.
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- Optimal State feedback

— Consider the most general form of the quadratic cost function
——4 k, T A J.
1 aR / (%' Ox+ u'Ru+ 2 w‘-.'::.]\\!
— =
5 [ Theorem 11.21
.
— Assume that there exists a symmetric solution P-to the below equation (Algebraic
L Riccati Equation)
X

AT PA+ Q- (PB+N)RTIETP+ V) =0,

for which A — BR='(B"P + N")}is a stability matrix, the feedback control low u
—Kx, K==R-(BTP+N") that minimize¢ the LOR criterion (1) and leads to

hor = K’m)")‘(ﬂ] +

Linear Systems Theory Madule 11 Lecture Ramkrishna P, &,




So, what we also learned yesterday was a very nice looking thing right.

(Refer Slide Time: 23:39)

Questions to be asked

L]
-
1
p———
» Under what conditions does the LQR problem have a solution? ’ §
% | 0]
- » Under what condition does the ARE have a symmetric solufion that leads to an”
A asymptotically stable system?
'T' » Does it always mean that solution to the LQR problem by solving the ARE?

» Does the ARE by itself provide any guarantees for stability of the closed-loop v
system?

Linear Systems Theory Madule 11 Lecture 2 Ramkrishna P.

Of we are also has questions when can we solve this equation.

(Refer Slide Time: 23:46)

The Hamiltonian Matrix
— Solution to the LOR problem, requires the existence of solution P to the ARE.
'T' AP+PA+Q-(PB+NRT'(BTPHN) =0, + il
— N R
A-BR'B'P+N') is a stability matrix, +—

—

A
—

& -
— The ARE can equivalently be written as
e [

X I 0

P -lH|,
where W
A- BRI ER-'B
H KN . _r | i
Q+NRINT (A - BRNT)

3 Il’l'l\“ called the Hamiltonian matrix associated with the ARE

- - L
Linear ‘vf‘,h-m'. Theory Module 11 Lecture 2 Ramikrishna P.

Then we constructed something called a Hamiltonian matrix.
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& Sstable Subspaces

p—— Given a square matrix M, we can factor its characteristic polynomial as a product of
e polynomials with roots having a negative and positive real part as

1
4 A(S) = det(sl = M) = As(s)Au(s)
prm— The stable subspace of M is defined by

A

i | V= ker A (M) @

2

pr———t

X p dimV. =deg {‘]

» FOr every mat se columns form a basis for V., there exists a stability matrix

M, whose charac that

stic polynomial A,(s) 15 such

The dimensior

of Vs is equal to the number of eigen values of M with negative real

i parts

| &
V. Linear Systems Theory Module 11 Lecture 2 Ramkrishna P,

And then a bunch of results which give me conditions based on this expression, which I
said that the Hamiltonian H is said to be in the Riccati operator, if a condition like this

holds; Hs was he was the closed loop stability matrix and so on.

(Refer Slide Time: 24:11)
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Wl Basis for stable subspace of H

——4 J V == 5 . 3 Tl
P Let V .| ER De a matrix whose n columns form a basis for stable subspace V; of
—— ¥ i -
1 H -
—
Assuming ¥ € R i5 l':flrl:!r'l_L;ilr]’
| | .
A n A —
—-— tfis f 4
P=VV, /
A olv 4
F b -
b——4 & -~
‘—‘K is also a basis for ; V..
There exists a stability matrix H, such that
I
H 1| H
P |P
This implies that H belongs to the domai iccatti operator,
Linear Systems Theory Module 11 Lecture 3 Ramkrishna P,

So, if I just quickly go through this and then what I find is something nice here right where

P =V, and V]! ok, so let us just write on it. So, P was V, ;1. Now where does V,V; come?

. : % .
V, V; is the stable subspace; so, V this vector [Vl] was from this table subspace of H.
2
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Stable Subspace of The Hamiltonian Matrix

— Find conditions under which the Hamiltonian matrix H R " belongs to the domain
i of the Riccatti operator, i.e. existence of matrices H, such that Hit = MH,.

1 A = sy 2
4 Such a matrix H, exists if we can find a basis for the stable subspace Vs of Ry of the form
oy [ T

. This is possible when the dimension of the stable subspace is precisely equal to n
y— - -
=) How to compute the dimensions of the stable subspace of H.?

v
—t Lemma 11.2.1

X

Assume O — NR™'N' = 0. When the poir (4, B) is stabilizable, and the pair (A - BR-'N',Q -
NR™'N'} is detectable then I

1. The Hamiltoman matrix H has no eigen values on the imaginary axis and

2 The dimension of its stable subspac e Vyisn. !

Linear Sysiems Theory Module 11 Lecture 2 Ramkrishna P, &

What do I know about H? That when a solution exists then the dimension of a stables of
space is N or that there is no eigenvalues on the imaginary axis right. So, how does H look

like? So, let us do this quickly right. So, I will just quickly run show the matlab code.

(Refer Slide Time: 24:59)

| Ednr - D\ Peoeisor Filetiral Mambrahrgthamatonion matris and P m - sl

e n ot
1 A=[0 1; =2 1];:

B=[0; 11:

i~ Re[0.25);

i Q=[2 3 ; 3 5];

5 H=[A -B*inv(R)*B';-Q -(RA)'];
i vl=u(1:2,1:2):

8 vi=u(3:4,1:2);

§ Pev2*inv (vi)

So, I have A from the problem statement which looks like this, B of this form, R is simply

this, Q and so on. So, H I just write all the equivalent expressions for H and so on ok.
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So, let us let us quickly do this. So, I have A from the problem statement like this. [ have
B and similarly define my Q and R as the problem statement. I construct H in the following
way right. So, this is how my H looks like. First let us just see what this thing here means.

So, if I run this, copy this and let me paste it 0 ok.

(Refer Slide Time: 26:04)
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Car |
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3> [u,v]=eiq(H)
=
20,1437 04679 -0.1521  -0.1318
! . 0.5797 -0.4018 -0.1307 -0.5314
P -0.0374  0.6652  0.9771  0.6932
Watkipace X
i e 0.8012 -0.4207  0.0715  0.4688
N nt vs
-4.0326 o 0 0
r 0 -0.8590 0 0
" 0 0 0.8590 o
i 0 o 04,0326
i e ¥ vl
vls=
-0.1437  0.4679
i 0.5797  -0.4019

So, what I get is H as in the theorem statement has 2 eigenvalues which are positive and 2
eigenvalues which are stable ok. Now this thing here this with so, these two columns here,

starting from the column sorry the column of this and column of this will be the basis for



my stable subspace ok, and then the first two rows here this and this will be my will be my
eigen sorry will be the basis of the stable subspace right this these 2 correspond to the
stable eigenvalue say this 0.403 and minus 0.403 and minus 0.85 ok.

So, these two the first two columns of u will now be my basis for the stable subspace.
What is that from the slides? I am just constructing these things. The first 2 columns of
dimension R?™™", In that case it will be in our case it will be R*¥2. So, the first 2 columns
and then I split those first two columns as V; which is 2 x 2 V, which is 2 x 2. So, V; will
be the first four elements of u. So, V; right so, this is V; which is just there is the first 4

elements of here.
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0.4019  -0.1307 -0.5314
0.6652 0.9771 0.6932
=0.4207 0.0715 0.4688

-4.0326 0 0 0
e 0 -0.8590 0 0
S 0 0 0.85%0 0

0 0 0 4.0326

> vl
vl =

-0.1437 0.467%
4 ol 0.5797 -0.4019
i | 5 v
‘ vie=

Fe -0.0374  0.6652
UF 0.8012  -0.4207
’yuru

s 33 p = varanvifur)

=i

Similarly, I have V, which is like these elements 0.03 which is like the last four elements

of the first 2 columns ok.

Now, what was P? P from the formula was V,V;! right. So, let us just compute; so, p is

VoVt ok.
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3> vl
¥l =
-0.1437  0.4679
0.5797  -0.4019
> v2
vl =
-0.0374  0.6652
0.8012  -0.4207
*> p = v2%inv(vl)
kv p=
P& 17363 0.3660
L 0.3660  1.4729
) s fon

Detalls

Waikspace

So, what we have? This is good right. So, we have exactly the same P that we computed
over here 1.7 0.3660 and so on so, exactly the same P right. So, this is another very nice
elegant method of computing the P right which we started off with the question when can
I solve this and under what conditions does that actually exists a solution to the algebraic

equation or under what conditions can actually find the optimal control law.

So, I have these 4 problems or 3 problems and the third problem with 2 different methods
will actually give you good insights on how to solve problems for the assignments and any
future problems if any. If you come across any interesting problems or something which

you are stuck at you can just post them online and [ will be able to help you out.

Thanks for watching.



