Deep Learning for Visual Computing
Prof. Debdoot Sheet
Department of Electrical Engineering
Indian Institute of Technology, Kharagpur

Lecture — 58
Spatio-Temporal Deep Learning for Video Analysis

Welcome. So, today in this particular lecture, what we will be doing is to understand,

what we do exactly for one of the cases of Spatio Temporal Deep Learning?
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Now, in the earlier lecture, what I had you guys introduced on to was to understand
videos as a tensor and the difference of how do you convert down all of these video
frame, when you have colored video acquisitions, and what is that tensor dimensionality

and priorities in terms of the arrangement for handling it out.

Now, one thing which was clear is that the meaning and interpretation of channels is
quite different. When we are writing out these tensors and in fact; what you would
effectively have is, if you have a spatial dimension and the temporal dimension, then for
each of the color channels you have that packed down in terms of its own 3 D tensor and

the whole resultant is a 4 D tensor which comes out.

And in the subsequent lecture we had studied about another newer kind of a neural

network called as recurrent neural network which typically, deals on the aspect of



recurrence or if I have some sort of a dependency of my current state on the previous

state.

As well as the input of the current state then, these kinds of networks are what are called
as recurrent neural networks. And typically, what we studied was modern variant of these
RNN called as the LSTM or Long Short-Term Memory. The advantage was that you
could get down short term or very recent past kind of behaviors modeled out quite easily.
And the other one was that you could also retain down long order relationships in terms

of your temporal dimension.

Now, this did have a very significant advantage. So, one of these was, that initially they
had come up for natural language processing, and for grammars and auto translate auto
completion kind of works. But, subsequently when people did realize it is great

advantage, we started using these for video analytics as well.

So, today’s example is just to give you again a basic very brief revision of what we had
done, so that you have all the context set down and then, I would enter into one of these
case studies. So, we have two specific case studies and both of them are spatio temporal

deep learning.

So, in one of these examples is where, we are going to use a Recurrent Neural Network,
and we see how the performance comes out. And, the other one is, if in case I am not
trying to use a Recurrent Neural Network then, how will I be modeling of the whole
network over there? So, I would be showing you both of these examples and then that is

how we keep on proceeding.

(Refer Slide Time: 02:40)
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So, on the Organization side of it there is a Basic Revision of the Concepts one second,
and then I would enter into the Spatio-Temporal Deep Learning. So, in the last lecture,
where I was introducing you to this whole concept we did a very fast walkthrough and
then, I said down that there is another aspect of recurrent model which, we would be

doing in this subsequent one.

So, now, that you know about, how Recurrent Neural Networks work as well as; how the
whole spatial data can now be processed and brought down into a lower dimensional
tensor space on the temporal side of it we are going to review that, and come down to an

actual model where we made use of it.

Now, there is a case study which we will do for Surgical Tool Classification. So, this is a
very specific one from medical use cases and one of the publications which we had in
CVPR 2017. So, we will open up the paper as well and go through some of these stages
inside over there to explain you, what is a practical design problem which we had faced?
And, how we thought of overcoming? And then, what were the solutions which we

achieved out of it?

And then we would enter into spatial temporal deep learning without RNN as one of the
case studies for a student project, which we had done where without using these LSTM’s
can we still end up doing. So, can there be a fully convolutional network equivalent for

analyzing out videos as well.
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Images and Videos

Now, a very basic introduction just a briefing of it; So, if you had your images as such of
M cross N, and it was a three channel you had a 3 cross M cross N. And then, your
convolution kernel was also a 3 D kernel, which had number of channels equal to the

number of channels in the input image over there and it was 3 cross w cross h.

And then, when you convolve it out you have your resultant. But then in case of a video,
what happens is that your frame dimension is still M cross N, but then you also have
another component of time over there and each frame is a 3 cross M cross N. So, your

resultant is T cross 3 cross M cross N.

(Refer Slide Time: 04:35)
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Now, when we get down into the video organization in terms of a tensor, what we need
to do is that you have your overall organization given down as T cross 3 cross M cross
N; where 3 is the number of channels. Now, this number of channels can keep on
varying. So, they not necessarily need to be 3. Since we are dealing with RGB color
images, so we still have this option of having just three channels over there, but that that

can be different based on, whatever is the output from your previous stage.

Now, the only issue is it is not easy to handle the it down in that way because; number of
channels is a unique quantity over there. Now, what we can do in that case is, we can
break it down into a red special spatiotemporal tensor, which is T cross M cross N for the
red channel, we break it down for the green channel and similarly, we break it down for

the blue channel as well.

So, once we have this kind of representation coming down over there, then each channel
itself is T cross M cross N. And there since there are three channels of T cross M cross N,

so this whole tensor is now a 4 D tensor of 3 cross T cross M cross N, ok.

(Refer Slide Time: 05:42)
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And if we enter into a convolutional network for this video handling then, what we
would end up having is that you have a 3 D volume of T cross M cross N for the red
channel green channel blue channel. Next we are going to convert it down with a

convolution kernel, which is also 3 D in size.

Now, you have this 4 D collection. So, this is just a bucket on the 4 D space over there
each of these kernels is a 3 D kernel. So, you have one kernel for the red channel, one for
the green channel, one for the blue channel and then this together does a dot product.
And for every point in this volume you are going to get down one output point over here.
Ok. And, so this convolution is going to be on by giving your strides along the x, along
the y, as well as along the T dimension over there. So, the resultant is also a 3 D volume,

it is not a 2 D pienaar matrix in any way.

Now, if I have multiple number of these kernels, then they are going to define 1; 1 output
volume for me, and that corresponds to 1; 1 output channel. So, your input was a three
channel input, you had 4 such convolution kernels over here. So, you output has a four
channel output over there, and everything is a 3 D volume which comes out. So, this was

clear for us.

(Refer Slide Time: 06:57)
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The challenge however, was that when you are trying to do these kind of convolution
using video tensor then, your total output size has this kind of a relationship which

comes down.
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e {*‘ HPTEL ONLINE
j. 1 # CERTIFICATION COURSES
P HPTEL Indian Institute of Technology Kharagpur | Department of Electrical E.nquwounqb

M-w+2
Sw
‘ M=224w=3p,=08,=1
i * a = . 0 =222
. Input = 3X100 X224 X224
Channels = 16

Qutput = 16X98 X222 X222

Spatn Tempora Deep Leamng [Dezdoct Sheet] 1

And, the challenge which it actually poses is the data issue over there. There is the
moment you have this massive amount of convolution coming down and the resultant.
So, the size of this resultant is something, which is guided down by M minus w plus 2 p

divided by S plus 1. Now, this padding along temporal will also be guided down over



there. So, we are taking only along one of this axis, so if you take along all the three axis

then you get down a similar result and coming down.

So, as a typical case, what we had done in the last class was if we take down that M
equal to N equal to 224, and w is equal to 3, and P w is equal to 0, and S w is equal to 1.

In that case, we get down our O w is equal to 222. Ok.

Now, if we take an input of this fond, which has three channels and on the time
stamping, on the time axis over there, there are 100 time axis over there and the spatial

size is 224 cross 224.

Now, if my convolution is there with convol 16 such channels coming down over there.
Each of size 3 cross 3 cross 3, then my output comes down as 16 plus 98 cross 2 2 cross
222. Now, if you look down at this particular aspect, now this output volume is almost

five times more bulky, than the input volume.

Though, we had just lost down by a reduction of 2 pixels on the time axis, 2 on the width
and 2 on the height. Eventually, there was an increase in the total number of channels on
the output, and that is about five times more. And this is the challenge which we were

facing.
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called a spatiotemporal deep learning such that; I can now consider my frames



individually and then reduce it down to some sort of a feature space, 1 D tensor feature
space over there such that frame at a different point of time is what can consolidatedly be
presented in terms of just a 1 D tensor. And that can in some way help me in solving this

problem.

So, now, what happens in that case is that, you have your video which has T cross 3 cross
M cross N frames over there. Now, what I do is, I take only one frame at a time from one
particular instance of T. Now, I take one of these frames and I pass it down through one
of my neural networks over there, and then, I get down my output tensor which comes

over there. Now, this output tensor is of size k cross T which comes out.

(Refer Slide Time: 09:37)
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So essentially now, if I use another kind of a concept of recurrent neural network
standing at that point then, I should be able to use those features as input to it. Now, this

is what we are going to exactly do in this example over here, from one of the case

studies.

So, this is from our publication at division workshop in CVPR 2017, and the objective
over here, what you see in this video is basically so, it is captioned out as a surgical

video. So, this is an endoscopic surgery.



So, in it is a form of minimally invasive surgery, where you just drill a small keyhole into
your body and then through this keyhole there are small surgical tools which are very

thin. So, they are almost like the size of a refill of one of your ballpoint pens.

So, that is what enters, and there can be multiple tools. So, some of these are so, you see
some sort of pinching tool over here or a grasper. You see some of these which are just

ablating out over here. So, they are hooked like tools over there.

So, let us play that video again. And, there is a surgical operation which is going down.
So, these are typically carried down within the gastric cavity or for operating down on
your liver tissue, and this is being carried down in the gastrointestinal cavity as seen over

here.

Now, the whole objective behind doing this was that, we have these different kind of
tools. That can be multiple tools two or three tools at a time which come down, so can be

identify those tools over there in some mechanism. So, that was the whole objective.

Now, one way is that you can typically say that, I have one frame and then I can process
this frame and get down a classifier ready as a multi hot classification. So, it is not
necessarily that you will have only one class coming up over there as the result, but you

can have multiple classes also coming up.

Now, what we realized eventually was that, there within certain frames they can be
discontinuities and you can; obviously, increase down on the total performance if you are
trying to have some mechanism of incorporating and learning the spatial continuity

between features which come down in a frame.

Now, being able to learn down this spatial continuity between features which come down
in the frame would enable you to actually have a good grasp over, what is the possible
tool which is present over there? Even if it is vanishing out for one frame or two frame or
there are miss interpretations on if you are trying to classify it on a frame basis. Then still
this long term context on the temporal side of it is what can solve it out. And that is what

we solved out over here using a temporal problem.

Plus on top of it there is another extension of this work which we had done and that was

more of to classify different phases of a surgery and that is the kind of action which is



taking place in this video. So, in the lab sessions what we do is, we will be taking down
another standard video data set and where we will have to classify down the different
action. So, it is going to be an exercise which all of us are going to collaboratively solve

over there, and then find out which of the mechanism works out pretty good.

Now, here the whole idea based on what we had seen in the earlier slide; so, what we do
is, we extract out the frames over there. So, now each of your frame is a 3 cross M cross

N. Ok.

Now, for our work over here we needed to have a so, whatever idea was to get down a
pre trained network, a very standard pre trained network which works out on image net
scale resolution. So, that also meant that these frames will now have to be resized to fit
down the 224 cross 224 image size for any of the world fit image net. So, that is the next

step which is done.

Now, you can see over here that on these frames over. So, some of these boundaries are
quite blanked out. And the reason is quite simple you have a camera which is placed on
top of a circular aperture of a lens and this lens is a optically guided lens within the body

cavity.

Now, since the camera sits on top of it and then this is done in an event so that you do
not miss out on any of the information which comes out from the circular aperture. So,
the camera is placed out in a way and such that this image is a small region within it. So,

that is what you exactly see within this slide.

Now, we can actually chop off these extra perimeter parts over there, this peripheral
black part. So, they are just truncated off. And then you near about have a square frame
which there might be some sort of a squeezing needed at point of time. But, nonetheless

that that does not introduce much of distortions as we had seen while, processing it out.

Now, that you have your frames which are resized and cropped down to come down to
your image net scale resolution. Now, you can take down any kind of a standard model
over them. So, you can try out with the VGG net, you can take an Alux net, you can take
a Residual Network, you can take a Inception net Inception v 3 or the Googlenet, you

can take Densely Connected Residual network, any of them are going to work down.



Now, once you pass it through it, then, you are going to get down this final layer of
features; Now, in the domain adaptation lectures and the domain adaptation practical’s
which we were doing. So, what we had done is you had seen that we do a forward pass
over there, and then the features are collected and somewhere at the last layer which is
just the classification layer you truncate out instead of 1000 layers we were putting down
our ten class classification. So, you just had 10 neurons instead of 1000 neurons on the

final one.

Now, here the idea is quite similar. So, you can truncate off the last classification layer
which had those 1000 neurons over there , but then you do not connect it to any further
smaller number of neurons you just retain that over there. So, in case of your VGG net or
something, you are going to get down 4096 neurons over there. Now, if you come down

to say residual network, you get down just 512 neurons over there.

Now, this is your tensor, which represents the spatial characteristic at one point of time.
However, you are going to have these kind of tensors at different point of time. So,
corresponding to each frame you have one of these 1 D tensor which comes out over
there, and then you stack this whole thing. So, this is stacked along the time axis, this is

not stacked along the x or the y axis over here it is stacked along the time axis.

So, on the x axis you have a dimension of 1, on the y axis you have the dimension equal
to say 4096 and 512, then along the third axis of the time axis you have the time
dimension going down. Now, once you have these sequences available over here, so they

can be fed down to your LSTM as features. Ok.

Now; obviously, at the start point over there, we do not have the option of a previous
state coming down over here. So, anytime which we do, what we do is we typically take
a bunch of frames over there, and then the last frame is whose state we try to predict out.

Now, the previous frames are what just go as information over there.

Nonetheless, we are training for this one, what we do is? Since you have multiple modes
of training a LSTM over there; So, you can have a many to one, you can have a one to
many, you can have a many to one, many to many these kind of notifications. So, we
trained it down as a many to many. So, given that you have n number of frames which

are given as the input in terms of features, you will be trying to classify all the n frames



over there as a sequence of outputs. So, the class labels on all the frames are what I

leveled out and then chunked out from the LSTM.

Having said that; what we more importantly put down is, now that you have this time
stamping for each of so, classification label for each of the time stamps available to you,
we do not consider all of them. So, we formulate this as a moving window kind of an
approach or something which is time invariant approach in which provided certain
frames have come down we are going to predict the only, what is my current frames

classification label for that ?

So, if I am currently at the 100th frame, and I have a temporal length of say 5 then I am
going to use my frame number 100, frame number 99, 98, 97, 96. So, all of these 5
frames over there, and now, my LSTM is going to give me an output of classification for
each of the 5 frames. But then, I do not use the frame classification from frame number

96 to frame number 99.

So, instead I will just be using the classification for frame number 1000 and just given
result. So, at any point of time what this method would necessarily need you to do is,
even when you are training on testing over there you chunk in a block of frames, but then
this block of frame has to be contiguous, and whichever is the recent most frame over
there. So, the previous frames classifications are not taken only the current frames

classification is what is taken down.

So, that is going to give you one one single scalar output for the current time frame based

on whatever has happened in the previous few frames over them.

Now, once you do that this is what we were predicting out. So, there were these multiple
tool classes present over there. So, on top there is something which is for the video
activity classification, which is also called as phase classification problems for these kind
of videos. Now, here the whole idea is the, you see this probability bar graphs coming

down over there.

Now, whenever there is a new tool which comes in so, there is a grasper which comes in
and then goes out. So, whenever there was this grasper coming down, you could see that

one and then when it is out over there, you see there is no tool present. So, that is that is



what it is showing them. And all of these predictions are just for that current frame there

is not a whole sequence of frames on which it is trying to predict it out.

Now, on the other side on this top, you have these phases of surgery. Now, this is the
current phase of surgery which it is showing. Now, it also shows a possibility of the next
phase and which may come up and that is an extension of this one what we do is since
there is temporal context modeling down over there, there is a different field of sequence

modellings called as Hidden Mark of Models or Markovian Field Processes.

So, what they do is based on, how many things have occurred in the past? It can try to
predict, what may be a possible outcome in the future? So, that is what is going on over

here as such.

Now, nonetheless we are just concerned about this first part, which is to find out, which
is the kind of a tool which is present over there or just the activity, current activity stage

not to look into the subsequent one. So, that is that is not part of the syllabus over here.

So, in the classroom exercises what you will be doing is with one of them, we are going
to have your example tutorial ready in which in the next class, where you are going to
get down a set of videos over there, and you would just be classifying, what is the

activity shown down in that video over there ? Ok.

Now, this is one part where you have your spatial CNN working down, and then you
have your features extracted and based on the features you are going to feed it down to

an LSTM and then classify it out.

Now, there is also another kind of a problem.

(Refer Slide Time: 20:15)
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So, this is what we had done with goal directed human videos and here, the idea was that
you can extract out these frames over there and do the same kind of modification as in
cropping and then, resizing it to 224 cross 224 and then, you feed all of them onto CNN
for extracting out features. Now, once your features are extracted out the whole idea was
that, can we have these at multiple time frames? And, then draw a fully connected neural

network and then do a classification.

So, here it was just four different classes which needed to be classified and what we had
was, we start with one of these frames at whatever level. Say this is at the T th frame.
Then, I go back and take all the previous four frames, so; T minus 1, T minus 2, T minus

3, T minus 4.

So, these are the temporal context window of five frames available to me. Now, stacking
down all the neurons together and in a linearized fashion I do a fully connection to the
next layer which has 4096 neurons. Now, this is dependent on you. You can pretty much
choose down and work out which would be a good combination of having the total
number of neurons over there. And then from there, I connect it down for my,

classification.

Now, what you see is that, only common denominator is the spatial features which you
can extract out from these CNN’s. But, then the rest of the temporal modeling is now a
fully connected modelling over there. So, this particular kind of a model has a certain

kind of a disadvantage. Because, even long order neurons and frames of activities in



which have occurred much earlier, they are also given a similar kind of a preference. And
everything is given down a similar preference and coming up over there; though network

has to actually learn down over there.

The other downside is that the total number of weights which this whole network has to
learn is much higher, then what would happen down within an LSTM. So, the network is
definitely much more combustion. However, the good side is that you can now use just a

fully connected network and try to do it out.

Now, what we have is on the green, you have the ground truth which is the actual class
of activity which is going on which it is predicted. And, on the radio you have the actual
predicted class which is coming out of this particular example of Spatio Temporal Deep

Learning. Ok.

Now, these are two examples over there, of how you can solve it out? There are still
much more problems over there. Now, if we get back one to a trying to understand some
of these predominant problems then I would definitely refer you to this particular paper,

which we had published out in CVPR in 2017.

(Refer Slide Time: 22:48)
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Now, here the overall idea was to get these kind of classifications done down for

whatever tool is present over there.
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Appruch: The appe iri s are (uile
different from the visual appearance of interal structures
of the human body. Visual femwures which captures these
differences can be leveraged for the detection of 1wols. In
the proposed framework, a Convolutional Neural Network
(CNN[9] which is capable of leaming the high level visual
representalion in images is used to extract visual features
from the frames of the surgical video, Since the spatial fea-
tures extracted using the CNN do not incorporate the tem-
poral information, they fail to leam connectiomsm across
neighboring frames, The various procedures in a surgery
are almost always exeeuted methodically and use an or-
der of wals depending on the expentise of the surgeon and
the complications that may arise during the surgery, Thus,
the temporal information being vital for asccurate detection
of 1oo] presence, we also train a long shor-term memory
(LSTM) 5] on the extracted spatial features of the video se-
quence to capture the temporal connectionism across deep
residual visual features and thereby increase the accuracy in
prediction,

This paper is organized as follows. The existing tech-
migues for detection of surgical tool usage is bricfly de-
scribed in Sec. 2. The challenge at hand is formally defined
in Sec. 3. The methodology is explained in Sec. 4. The
experiments are detailed with the results in Sec. 5. Sec. 6

A Cligper
Figure 2, The seven types of tools used for performing various surgical tasks in the video vz, (2) Grasper, (b) Bipolar, (c) Hook, (d)

i) Sctwaoes U} levigasor ig) Specimen Bag

pant detector based on gradient boosted regression trees
for detecting tools in minimally invasive surgery.  Tem:
plate matching based localization and estimation of pose
of surgical tools was proposed by Reiter er al. [11]. Im-
age processing techniques like k-means clustering [12] and
Kalman fillering have also been used for localigs
tracking of tools in surgical video, Twinanda
have used convohationdl neural network and hid
maodel (HMM) for detecting tools in laparoscopy)

These methods either cither require integrati]

tor detecting W0ols i ly invasive Siigery.  Tem
plate matching based localization and estimation of pose
of surgical tools was proposed by Reiter ef af. [11]. Im-
age processing techniques like k-means clusiering [12] and
Kalman filiering have also been used for localization and
tracking of tools in surgical video, Twinanda et al, [17]
Have used convolutional neural netwark and hidden markov
mihe] (HMM) for detecting tools in laparoscopy videos.

These methods either either require integration of addi-
tiomal hardware to the existing operating room set up which
reduces the degree of flexibility, of requires initialization of
the 100l dracker in the iitial frame of the video. Also, these
methods does nol use temporal similarity across frames on
a local scale for detection of tool presence.

3. Problem Statement

The surgical procedures imvolved in o laparoscopy
surgery are performed using multiple tools. Under a typ-
ical scenario, they consist of grasper, bipolar, hook, clip-
per. scissors, imigator and specimen bag which
in Fig. 2. Thus, each frame in the video recordy
surgeries may contain multiple tools up 1o th
shown in Fig. 3, whose presence is 1o be de
problem of m ¢ ool presence detection in i

Nonetheless, what we realized is that, training these networks over such, grossly newer

kind of data is not so easy.

(Refer Slide Time: 23:07)



This paper is organized as follows. The existing!
nigues for detection of surgical tool usage is briefly de-
seribed in See. 2, The challenge at hand is formally defined
in Sec. 3. The methodology is explained in Sec. 4 . The
experiments are detailed with the results in Sec. §. Sec. 6
discusses the results obtained. The conclusion is presented

, TEY COMSIS . DUPOLAF, THOOK, Clif

B9, imigator and specimen bag which are shown

in Fig. 2. Thus, ¢ach frame in the video recording of such
surgeries may contain multiple tools up 10 three such as
shown in Fig. 3, whose presence is 10 be detected. The
problem of multiple tool presence detection in the video of
certain laparoscopy surgery performed using a sel of tools

inSec.7 T = {tj.13,...,1,) can be therefore formally defined as

a multi-label multi-class elassification task where in each
2, Prior Art frame [ in the video we have to detect the set of tools T}
which are present in the frame out of the total set of wols T
being usedd in the procedure,

Some of the initial effons on detection and wracking of
tools in minimally invasive surgery focused on physically
tagging the tools with additional seasors (o track their us-
age. Typically, pattern tags [2], color tags [16, 13], LED
[8] and RFID tags [10] are used as markers, These meth-
ods require physical modification of the existing operating
instrument and set up, which imvolves integration of mark-
ers 1o the wols therehy making them bulkier. Also instal-
lation of additional sensors 1o detect these markers tends 1o
hamper degree of fexibility required by the surgeon, Im-
age processing based techniques for 100l detection which
operate on the video recorded using the endoscope during
the surgery eliminates the need for additional markers or
sensors. Sznitman ef al. [ 15] had proposed an instrument-

{a) Two wols (Grasper and bipolar) (b) Three tools (Two graspers and

i)

Figure 3. Sample frames from the dataset showing simultaneous
presence of (a) iwo Wals and (b) three tals,

And, more than often these videos are quite biased towards a certain class over there.

Now, let us look into the organization over here of this bias.

(Refer Slide Time: 23:23)

() Rarw dhata (b) Balanced training data

Figure 6. Proportion of occurrence of the different wols in (a) raw and (b) balanced training data

Baseline | Description [ Train. time | Test.

Now, if you look into this figure over here on 6 a, and then the other one is on 6 b. So,
this is a particular kind of a dependence graph which we see over there. Now, some of
these frames have multiple tools, you do not have just one tool, and some of these frames
have just one tool. So, some tools some frames can have two tools, some can have three

tools and there are seven different types of tools out of which these can come up.



Now, whenever you see this codependency; say on these frames over here, there are few
frames which have this kind of a tool grasper as well as clipper and bipolar. Ok. There
are some of them which have a grasper as well as a specimen bank present down

together. There are some which have a scissor and a grasper present down together.

Now, this does make it really challenging. And you would see that majority of your
frames are just grasper, hook and clipper, and all the other ones other four categories
over there are much lesser. Now, technically your network would tend to be heavily
biased towards these particular classes and it would underperform on these classes. Now,
for that you need to balance it out, and under balance it as it is something which would

be looking down over here.

So, this is a extra investment which you have to do. So, that there is no neural network or
a learning algorithm; in order to sample out from the data and actually create a balanced
out dataset. Now, that is something you have to do, but the method is not so hard, though

there is a lot of human intervention required over there.

So, what I would suggest is that, you can actually go down through this particular paper
and on to understanding the design aspects, and what are the challenges which you

would be facing down?

(Refer Slide Time: 24:55)

Buseline 1)\'\"”‘1“0“ I Tram,  tme | Test, tme per
per  epoch | frame (ms)
| (min)

BLI Modiied {muli-label multi-class) AlexNe|6] 1800 ]

BL2 Modified {muli-label multi-class) AlexNet[6] (BL1) + LST™M 18.33 134

BL3 Modified {multi-label multi-classh GoogLeNet[ 14] 2300 0494

BL4 Maodified {mulii-label mulii-class) GoogLeNei] 14] (BL3) + LSTM 217 .30

BLS Maodified {mulii-label multi-class) ResNet-50(4] 3500 1.95
Proposed | Modified {multi-label multi-class) ResNet-50[4] (BL5) + LSTM 3530 242

Method

Table 1. Basclines for performance comparison

54, Baselines CNN models (BL1, BL3 and BLS) for 2,000 epochs and

To evaluate the performance of the proposed method, we
have considered six baselines (BL) for comparison as sum-
marized in Tab, 1.

5.5, Implementation

The propased method was implemented and evaluated
using Torch? and accelerated with CUDA 8.1 " and cuDNN
S0% on Ubuiati 14.04 LTS O, The networks were trained
on a system with 3xGTX TianX GPU each with 12GB
RAM, 2xIntel Xeon ES 2620 v3 processor and 176 GB
of RAM. The codes used for implementing the framework
15 |\\|I|||I|’|I.'dl! pa: github.com stuviyl

Tool-L 1. The time taken for iraining and test-
ing is also summarized in Tab, 1. We have trained the

e LSTM for adjuncted models (BL2, BLA and proposed
[ramework) for 2000 epochs,

5.6, Results

With haselines BL2, BL4 and proposed framework, we
experimented on the depth of the stacked LSTM network
and the length of the sequence fed into the LSTM, We have
evaluated the performance for the baselines with 2, 3
stacked LSTM networks and sequence lengths ¢
and 50. The performance of BL2 with the diffe
of the network and sequence length is shown ir
Performance of BL4 is shown in Fig. 9(b). P
of proposed framework is shown in Fig. 9(c). P
comparison of BL1, BL3 and BLS with the best |




Now, the code is also available for this particular work, but it is it is not based on
PyTorch it is on the earlier version of the library called as torch over there. Now, we had
run down multiple experiments over there including different kind of network. So, we

had tried down spatial feature extraction with Alexnet, Googlenet and Resnet.

And, then there was one where, you do not have any LSTM working. You just try to
classify the tool in a frame based on what is present on that frame. So, it is a frame level
classification. The other one is where you also have a temporal context modelling set

down with using a LSTM for your recurrent modeling.

So, in together what comes out is an interesting aspect over here. So, these are four

different baselines.

(Refer Slide Time: 25:43)

(1) Framono, 2173 (g) Framepa, 2274 (h) Framema, 275 i) Frame no, 276 () Frame oo, 2077

Figure 11, Transitioss in the video causing causes emors in ool detection & in observed in i |?‘l\'\\w|’\'\|\||)\|ll|;; 1o BL1 asd BL2 in Fig. 10
and for (1}-(]) comesponding 1o BLS amd Proposed method in Fig. 10,

Video demonstrating the predictions on a test video clip can
BLY. Asettiopaigmed L2 AsNatsLSTM e e e
BLY- Dooglebimtviogaigmen BLA- LETH
BLY- Aaiet Sbog-iigmad  Progesied - Rashel S0eLSTM

be viewed at ht tps:

s " " 6. Discussion
i T

* :; B o - ::’ - As can be seen from Fig, 6(a), the oceurrence of vari-
L] u E . I I # Cigeer s 10als in the videos of the dataset is heavily unhalanced,
e l -] ue ol Out of the seven tools and ther combinations, hook and
; = ED oy :: Bn ;l‘ - I‘I":‘ hiook-grasper combination occurs the most number of times,
- & B B BB _:,:w Whereas, seissors and bipolar oceur searcely. Training the
- v network on such an unbalanced data resulis in the network
. . I I I getting biased to the tol or ol combination having max-

e L ey e imum rate of occurrence, When trained of th

trining data graphically illustrated in Fig, 6ib) o
learns 1o detect ool presence with significant o
presented in Sec. 5.6

It is observed that \¢:|r|1|n; of :\'||||x)|';\l [
decreased the local error in detection of tool pre

Figure 8. Performance of BL1, BLE, BL3, BL4, BLS and pro-
posed method

And, this is a full comparison over there. So, for each of these baselines is what is
mentioned out over here, and this was the model which we finally, used for getting the
maximum accuracy. And, this is where you have a Resnet 50 plus an LSTM coming
down together in order to give you the highest accuracy per class and highest accuracy

overall as well.

So, you can also have a quick look at the video over here which is on YouTube. And,
these are few frames which were wrongly interpreted. And, and it was always found out

that there is no surety on which frame will be wrongly depleted, it heavily depends on



what networks you are using and that is more of because every network tends to learn

down a different kind of a feature and attribute over there.

So, having said that this is where we come to an end on understanding Temporal Deep
Learning and Spatial Temporal Deep Learning on to a major context. So, in the next two
lectures we will be doing a hands on with that one and, that would come to a closure of

our course.

So, this is the last week of the course and, I wish you all the best for your exams as well,

subsequently.

Thank you.



