Deep Learning for Visual Computing
Prof. Debdoot Sheet
Department of Electrical Engineering
Indian Institute of Technology, Kharagpur

Lecture -20
Denoising Autoencoders for MNIST classification

So, welcome and I take over at this point from where I left in the, had left in the earlier
one. So, in the earlier lecture you had seen about, how to train down a sparse auto
encoder and a simple network, which had just, we were taking down the MNIST digits
input over there and you had 28 cross 28 or 784 neuron, which connected down to just
400 hidden layers and then from there, for the auto encoder, you again reconstructed

back to 784 and then for classification you just went down to 10 classes right good.
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Lecture 20: Denoising Autoencoders for MNIST
classification

Load Packages

: #matplotlib inline
import torch
from PIL import Image

So, two lectures earlier, what we had done on lecture 18 was actually to get you
introduced to two different dual concept; one was parse, another was denoising and then
we said that these are independent of each other, while in the sparsity you actually learn
to have over complete representation, in denoising you become more robust to removing
out noise. So, one good aspect was that. Now, you can have a neural network which can
cleanse an image, you can remove out noise from the image and we did also realize from
some of the other papers that, while you are introducing more and more noise your

network tends to learn better and better features over them and. In fact, the number of



unique features, it learns in an over compute representation and the better number of

features. It lasts is much higher, when going down with a denoising auto encoder.

So, here we take the standard example building up on top of what we had finished off

with a sparse encoder.
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classification

Load Packages

[ ]: %matplotlib inl inl'|
import torch
frem PIL impert Image
import matplotlib.pyplot as plt
;\mpqﬂ,. numpy as ng
import torchvision
import torchvision.transforms as transforms
from torch.autograd import Variable
from torch.autograd impert Function

7 SEEREIU T N -l

In order to get into creating something called as a denoising sparse, in auto encoder for

MNIST classification. So, they are all standard, stand alone runs.
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In [ ]: %matplotlib inlint:|

import torch

from PIL import Image

import matplotlib.pyplot as plt

import numpy as np

import torchvision

import torchvision.transforms as transforms
frem torch.autograd import Variable

frem torch.autograd import Function

import torch.nn as nn

import torch.nn.functional as F

import torch.optim as optim

import copy
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import copy

Load Data:

In [ ]: | transform = transforms.Compose([transforms.ToTensor()])
BatchSize

trainset torchvision.datasets . MNIST (root="./MNIST', train=True,
! download=True, transform=transform)
trainloader torch.utils.data.Dataloader (trainset, batch size=BatchSize,

shuffle=True, num wg

testzet torchvision.datasets MNIST (root="./MNIST', train
download=True. transfo

So, that you do not get confused between any of them and I am not reusing any of my. I
am not going to ask you to reuse any of the codes, everything is a standard release.
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In [ ]: transform = transforms.Compose([transforms.ToTensor()])
BatchSize = 1000

trainset = torchvision.datasets.MNIST(root="./MNIST', train=True,
download=True, transform=transform)
trainloader = torch.utils.data.Dataloader (trainset, batch size=BatchSize,
shuffle=True, num workers=4) § C

testset torchvision.datasets.MNIST (root="./MNIST', train=False,
download=True, transform=transform)

testloader torch.utils.data.Dataloader (testset, batch size=BatchSize,
shuffle=False, num wg gmi]

classes = ("zero', 'one', 'two', 'three',

"seven', 'eight', 'nine')

So, my header gets loaded. All the functions which I need to call then, I load down my

data, set over here, my training and testing.
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In [3]: k av y
use gpu = torch.cuda.is available()
if use gpu:

print ("GPU is available!")

GPU is available!

Define the Autoencoder:

In | ]: elass LlPenalty(Function):

def forward(ctx, input, llweight):

And then my gpu. So, by now, a lot of you guys might get bored around, because I keep

on repeating the same thing and then yeah.
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n [ ]: class LlPenalty(Function):
Bstaticmethod
def forward(ctx, input, llweight):
ctx.save for backward(input)
ctx.11weight l1weight
return ing

Bstaticmethod
def backward(ctx, grad output):
input, ctx.saved variables

grad input input.clonae().sign() .mul (self.1lweight)
grad input += grad output
return grad input

So, since you are watching a new video every day. So, let us keep on repeating the same
thing. So, here comes down my first part, which was about the 11 penalty loss and the
whole aspect was that I needed to have this extra weight, extra amount of loss
incorporated in my whole loss and since my 11 penalty is not something which is

predominantly defined in py torch, based on whatever releases we are recording with.



So, it is not yet defined, maybe in future releases or if you are viewing these videos,
beyond the release of this mooc 11 penalty might come down as a standard release and

you can use that as well.

Now, till then what we do is, we have two parts which we need to define, one is the
forward pass over the network and other is the backward pass over the network and these

two methods have been explained in the earlier class and I am just going to reuse them.
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: class autoencoder (nn.Module) :
def init (self):
iper {autoencoder, self). init ()
self.encoder = nn.Sequential(
nn.Linear (26+28, ):
nn. Tanh({))
salf.decoder nn. Sequantial (
nn. Linear ( ' *28),
nn.Sigmoid())
def forward(self, x):
Y self.encoder (x)
% = L1Penalty.apply(x, 0.1)
x = self.decoder (x)
return x

And then not go on to any further. Now, here comes down my auto encoder definition
over here. So, what I do is my network, is defined as 784 neurons to 400 neurons and

then 400 neurons 1 to 784 neurons.
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nn.Tanh())

f.decoder = nn.Sequential(

nn. Linear (4 *28),
nn. Sigmoid())
def forward(self, x):
% = self.encoder (x)
x L1Penalty.apply(x, 0.1)
x = salf.decoder (x)
return x

net auntoencoder ()
print(nat)
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Forward pass of the data is defined as a forward pass over the encoder, then an LI
penalty with a row factor or the penalty factor or target sparsity factor, actually target
sparsity factor set down to 10 percent or 0.1 and then you have your decoder coming
down and then it returns down the output over there and then I print down my network, I
just do a copy of all the weights available over there and this is what my final network
looks like.

g = - -8

'~ Jupyter lecture20 wssescanes

File  Edit View Insert  Cell  Kemel  Widgets  Help

B+ x@0B 4+ HRn B C Makdown - &

LI WeLgnLsy CURY  USEDCODY (IEL QBCOOE T | U] WaLgIL a8 La)

autoencoder {

(encoder) : Sequential (
(0): Linear(in features=784, out features=400)
(1) : Tanh{)

)

(decoder) : Sequential (
(0): Linear(in features=400, out features=784)
{1): Sigmoid()

)

)

Train Autoencoder:

nD E

A

Logout

Trusted Python2 Q




And since the L1 penalty over there is just a functional implementation. It is not a pretty
layer, which comes down on the architecture that does not have any impact in terms of

how this architecture looks like and how it is defined so.
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Train Autoencoder:

In [*]: iterations

learning rate

noise mean

noi std

criterion nn.MSELoss ()

optimizer optim.Adam(net.parameters(), lr learning rate)

for epoch in range(iterations):

runningloss
for i, data in enumerate(trainloader, 0):

inputs, labels = data

7 &8 el EJ&i.&_—
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criterion = nn.MSELoss ()
optimizer optim.Adam(net.parameters(), lr learning rate)
for epoch in range(iterations): I ' t L
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for i, data in enumerate(trainloader, 0):
inputs, labels = data
1f use qpu:
ideal outputs Variable(inputs.view(~1, 28*28).double()).cuda()
noise Variable(ideal outputs.data.new(ideal outputs.size()).nc
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Now, I will have to start by training my auto encoder. Now, here comes an interesting
aspect one is we shifted over from the vanilla gradient descent on to an Adam optimizer.
So, I did have used it in the earlier case as well, but I said that let us just hold on to a

later on lecture, where I speak more details about optimizers and there is where I will be



explaining you what Adam is, but today the reason we took it out, because other than
using an Adam optimizer, it becomes really tough with just a simple gradient decent, in
order to show you the efficacy of denoising. And in fact, there is a good amount of
relationship between why a batch learning with a denoising criteria works out really

good with an Adam optimizer, as compared to a gradient descent optimizer.

So, we come down to them in the later on lectures, when I would be going more details
into the theory and linking it forward over there. Now, on the start part over there you see
that I am going to iterate it over 20 iteration. So, let us just keep this one running and I
can do the rest of the speaking and that time. So, if you guys are also watching this and at
the same time executing the code and we just keep on set the whole thing to run and by
the time I finish it off, you can actually see the results on your side of pc as well my
learning rates. Over here, I changed down to 10 power of minus 3 and that is quite

consistent with the kind of an optimizer, which I am using over here.

Now, what I need to do in my denoising is that you remember that for within an epoch,
whenever I am taking a sample, I add some noise on to that sample and that is what is
given to the network as an input, the version which is coming out of the network is
compared down with the unknown or the original version of the sample together and
then I get down my MSELoss. So, I need to define the property of noise and what I
choose to do is just add standard white Gaussian noise, which is a drawn from a
distribution from a Gaussian distribution, which has a mean of 0.1 and standard deviation

of 0.2.

You have your standard relationship between your noise power to the mean and standard
deviation of my. So, you can use any of your preferable, whatever you want to use your
mean and standard deviation and still keep on doing except for keep one thing in mind
that, the moment you start changing these noise powers over larger ranges and there are
drifts and since your original images in a dynamic range of a 0 to 1. So, try to keep down
your noise also in the similar dynamic range and do not just scatter out and come down
to a much higher, change your value and that is why you do not keep a 0 mean, but we

have kept a non zero mean a higher value over there of 0.1.

So, now within each epoch, as it keeps on ranging. So, what I do is,
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runningloss
for i, data in enumerate(trainloader, 0):

inputs, labels = data
if use qpu:
ideal outputs Variable {input s,view(=1, 28%28) .double(}).cudal)

noise Variable(ideal outputs.data.new(ideal outputs.size()).nc

] 1 N (N ’ |
inputs = Variable(torch.clamp((ideal outputs + noise).data,0,1).
alsa:
ideal outputs = Variable (inputs.view(-1, 28%#28).double())
noise = Variable(ideal outputs.data.new(ideal outputs.size()).nc

I will have to add the, some noise coming down over here. So, what we do is we create
these noisy, very noisy and data over there and again keeping in the same tandem as we

were.
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riew(=1, 26%28).double()).cuda()

ita.new(ideal outputs.size()).normal (noise mean, noise std).double()).cuda

uts + noise) .data,0, 1) .double()).cuda()

*24) ,double())
deal cutputs.size()).normal (noise mean, noise std).double())
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Now, if you see over here, what I am doing is basically, I am drawing down from a
normal distribution with a particular mean and a variance; I convert that onto a double

data type or double precision number system point over there.
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Loss

data in enumerate(trainloader, 0):

mts, labels = data

use gqpus
ideal outputs = Variable(inputs.view(-1, 28+%28).double()).cuda()

noise = Variable(ideal outputs.data.new(ideal outputs.size()).normal (noise
inputs Variable(torch.clamp({ideal outputs + noise) .data,0,1) .double()).c
e

ideal outputs Variable(inputs.view(=1, 28%Z8).double())
noise Variable{ideal outputs.data.new(ideal outputs.size()).normal (noise

And then what I do is, I have that one, made into the same size as that of my input and
that is also converted onto my standard container called as a variable. So, that is what we
were doing down, in any of our examples, which we have been doing with pi torch to

make it into a variable, otherwise it does not workout, it is just a static pointer.
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runningloss
for i, data in enumerate(trainloader, 0):

inputs, labels = data

if use gpu:
ideal outputs = Variable(inputs.view(-1, 28%28).double()).cuda()

noise = Variable(ideal outputs.data.new(ideal outputs.size()).nc
inputs = Variable(torch.clamp({ideal outputs + noise).data,0,1).
else:

ideal outputs Variable(inputs.view(=1, 28%Z8).double())
noise = Variable(ideal outputs.data.new(ideal outputs.size()).nc
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if use gpu:
ideal outputs = Variable(inputs.view(-1, 28#%28).double()).cuda()

noise = Variable(ideal outputs.data.new(ideal outputs.size()).n

inputs Variable(torch.clamp({ideal outputs + poise).data,0,1).
else:

ideal outputs Variable(inputs.view(-1, *#78) .double())

noise Variable(ideal outputs.data.new(ideal outputs.size()).nc

inputs = Variable(torch.clamp((ideal outputs + noise).data,0,1).

optimizer.zero grad()
outputs = net (inputs)

loss = criterion(outputs, ideal outputs)
lnae hackuard il [ET LT } .

ECICNG e (€200
Now, what I do is that my inputs are modified as my outputs plus my noise. So, output is
or what I call as ideal output is the unnoisy version of my input. And now, what I choose
to do is, I would add down the noise and make that as my input over there. So, this is

how my x plus that noise eta. This is getting generated over here as my input.
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in;hin Variable(torch.clamp({ideal outputs + noise).data,0,1)
else:

ideal outputs Variable(inputs.view(=1, 28%Z8).double())

noise Variable(ideal outputs.data.new(ideal outputs.size()).nc

inputs = Variable(torch.clamp((ideal outputs + noise).data,0,1).

optimizer.zero grad()
outputs = net(inputs) #

criterion(outputs, ideal outputs)
backward() pagate t
step()

+= loss.data(0]
print('At Iteration : 1/ %d ; Mean-Squared Error : %f'%(epoch + 1,it

runr

runningLo

print('Finished Training')

Now, what I do is, I have my optimizers gradients all 0 down. So, that I do not have any
issues coming down and then I take my outputs coming down from my network. Now,

you would see that what I do is on my loss function, which is my 12 norm or MSELoss



function, my difference is being taken from my outputs, which are produced by the
network and the ideal outputs which are expected. So, this ideal output was the un noisy
version. So, you had this ideal output, which was actually the input variable, which was
given down over there whereas, your input is the noise added version over this ideal

output. So, that is x plus noise, which is over there.

And then with this coming down over here, | have my derivative over the loss computed
and then I set my optimizer running down. So, the whole update rules and everything is
what happens within my, within 1 unit step operation of my optimizer and then I just
look into my loss functions. So, this is typically, how you see the loss going down and

typically you see that,
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At Tteration : 1
At Iteration : 2 / 2
At Iteration :
At Tteratic
At Tteratic
At Iteratic
At Iteratic
At Iteratic
A\t Iteration : 9 / 2

At Iteration : 10 /

At Iteration : 11 /20 ; M
At Iteration :

1 . g
lteration ¢ 14 / &I

There has been a significant drop in my mean square error as compared to when I was
using just a gradient descent. In fact, I have even not even able to reach down the third
The decimal point over there, in terms of MSE when we are just using a gradient descent

whereas, here.
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At Tteration ¢ 10 / 20 ; Mean-Squared Error : 0.011169
At Tteration : 11 / 20 ; Me: : 0.010337
At Iteration : 12 / 20 ; Me 0.009649
At Iteration : 13 20 Me:

At Iteration : 14
At Iteration : 15

1
1
1
1 200 ¢ Me
1
At Iteration : 16

1

1

1

1

3

200 ; Mean=

H I
20 ; Mean-Squared Error : 0.007497
20 ; Mean- r : 0.007216
E r : 0.00695%6
20 ; Mean-Squared Error : 0.006731

At Iteration : 17
At Tteration : 18
At Tteration : 19
At ITteration : 20

et e T T T T e e e e

Finished Tr:

Autoencoder Performance:

So, one is you have an Adam optimizer, which is running down. The next part is you,
also have a denoising attribute given, done, which is making the whole system learn
down, much robust features as compared to what it was learning when this noise was not

there and that is one of the findings, which we had read in the paper as well.
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Finizshed Training

Autoencoder Performance:

nl s ir : show ar ’
def imshow(img, strlabel):
npim img . numpy |
npimg = np.abs (npimg)
fig size = plt.rcParams("fiqure.figsize"]
fig size(0]
fig size[l]
plt.rcParams("figure.figsize®] = fig size

plt.figure()

So, now what I would like to do is just look into the performance of my auto encoder. So,

say that this is where the kind of a noisy input, which was given down.
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the same way that we had the weights copied down.
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Before the training and then after the training.
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Trained Weights

So, this were sort of your initial weights, which connect down 784 neurons onto your
200 onto your 400 neurons, the same logic that there are 784 or 28 cross 28 elements,
which make up this weight matrix and you have 20 cross 20, such weight matrices or

400. And now, here is what you start looking into this train weights.

Now, clearly look, I mean these weights, which come down at the center, these kind of
some patterns as if wave let us some jagged kind of wave let patterns, they are much

more meaningful.
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There are distinct features, which you see over here on, these kernels as come to what
you were seeing down with a simple one, in the earlier case with just using sparsity or

even without using sparsity.
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So, there you could see that there were changes, when we were looking into the change
matrix over here, which was this, the weight update which comes down, but when you
are looking at trying to find out, if there is something significant to be understood from

the weight matrix, you do not see though a lot of times, it these weight matrices might



not make any sense to be physically interpreted, but this is you need to keep something
in mind that operating with these weight matrices is, what tries to boost up the features
and give you all the features. So, it is not necessary that these kernels would have some

physical significance meaning.

So, it is the same way as trying to look into a sobel kernel. I mean that might not
necessarily give you any meaning coming out of it, but the moment you start convolving
a sobel kernel with an image and then you see, you will either accentuate your gradients
along the horizontal or the vertical direction, based on what kind of a kernel you are
using. So, here also it is the same thing, based on this if you are doing a correlation

operation and then your non-linear.

So, the whole thing which happens in the first layer, you would start to get down some
meaningful outputs from there and then this brings us to the point that it was easier to
learn down more significant and prominent bits, with noise incorporated. Now, also
remember one thing that this is still a sparsity incorporated auto encoder. So, we also
need to look down into the decoder side of it and really try to find out, if  am able to get

down, the sparse matrix coming down.

So, this is what my initial bits are there, one which connects down my 400 neurons to
784 neurons. Now, after my training you see a majority of these actually turn up as 0 bits
and whatever you see over here, is non zero bits. These also have a significant amount of
Os over there. So, there are just few dotted points, which are these connections of high
negative or high positive value and rest everything is your value and this is exactly what
you were trying to look at any point of time. So, you can save this image, zoom into it
and really look into it or just play around with the code, you can extract each simple

patch over there and look into it and a greater detail.

Now, this is what I was inferring about. So, once you have your sparsity incorporated
over there and if you end up learning a much better over complete representation, in your
earlier layer connecting down 784 neurons to 400 neurons in the subsequent next layer,
where you have an L1 sparsity in position given down. You would be having a matrix,
which has a majority of values which are Os and that is what comes down over here as

you learn down.



So, if you look into your weight updates, they will also be open down a similar kind of a
form, because you had to bring down those very high values on to 0 values also. So, the
updates are of the similar range. Now, comes the next part of it which is just to

modifying your auto encoder, in order to do a classification.
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Modifying the autoencoder for classification:

new classifier = nn.Sequential (*list (net.children())[:=1])

net = new classifier

net.add module('classifier', nn.Sequential (nn.Linear (400,
print ne
if use gpu:

net nat.double () .cuda ()

Now, here what we do is, we chunk off the last layer.
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In [10]: 1 1 : | I ler
new classifier |'||'\‘.".|']|J|:|'|1i.th*‘f.'(r|1-1‘l:l\i|:1r1-||(H|:4 1)
net new classifier

net.add module('classifier', nn.Sequential (nn.Linear (400, 10),nn.LogSoftmax (
print(net)
if use gpu:
net net.double () .cuda ()
else:
net net.double ()

Sequential {
{0) ¢ Sequential (
(0): Linear(in features=784, out features=400)

{1): Tanh()

Just delete this last line, over there the last pointer, which was 400 neurons to 784

neurons and then connect down 400 neurons to 10 neurons and then I have a log soft



max for my classification output over there, if I have a gpu, it gets converted to a gpu

and then this is my architecture.
So, what I essentially did was no further changes.
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Sequential (
(0): Sequential(
(0): Linear(in features=784, out features=400)
(1): Tanh()
)
(classifier): Sequential(
(0): Linear(in featureda=400, out features=10)
{1): LogSoftmax()
)
)
Train Classifier:

Anywhere over there, but keep one thing in mind that, while I am trading down a

classifier
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Train Classifier:
In [ |: iterations
learning rate
criterion = nn.NLLLoss()
for epoch in range(iterations):
I"UI||\II5}|5I5=‘=
for i, data in enumerate(trainloader, 0):




I no more would need to make use of the noisy data in any way right. So, and then the

noise is of no use and. In fact, what I choose to do over here, is I even do away.
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if use gpu:
inputs, labels Variable(inputs.view(-1, *®28) .double () ) .cuda (
alsa:
inputs, labels Variable{inputs.view(=1, *78) .double()), Vari
net.zero grad()
utputs net (inputs)
loss = criterion(outputs, labels)
loss.backward()
for f in net.parameters():
f.data.sub (f.grad.data * learning rate)
runningLoss += loss.data[0]
Corract

With my optimizer of an Adam, the Adam optimizer used and I can use a simple gradient
descent, the vanilla gradient descent, in order to solve it out, because by now, I have my
weights which I learned on, which are really good in shape and this is a newer network,
whose forward pass is defined in a very different way. You do not even have the 1 on
sparsity, coming down in this particular kind of a network as well you had all everything

incorporated over there.

So, now let us run the classifier. So, I see this is what comes down as my final network
of the classifier. Now, if I run, train start training of the classifier which I needed to do
actually. So, let us wait for sometime yeah. So, you start somewhere at a training

accuracy.
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/home/ kaustuv/anaconda?/1ib/python2.7/site-packages/torch/nn/modules/cont
ainer.py:67: UserWarning: Implicit dimension choice for log softmax has b
een deprecated. Change the call to include dim=X as an argument.

input = module (input)

At Iteration : 1 / 10 ; Train Error : 1.114769 ;Test Accuracy : #7.1400
00
At Iteration : 2 / 10 ; Train Error : 0.524831 ;Test Accuracy : 89,3700
00

Performance of different Classes:

Now remember, in the earlier case we trained it down for 10 epochs and over 10 epochs

you went down to an accuracy of something.
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/home/kaustuv/anaconda?/1ib/pythen2.7/site-packages/torch/nn/modules/cont
ainer.py:67: UserWarning: Implicit dimension choice for log softmax has b
een deprecated. Change the call to include dim=X as an argument.

input = module (input) 3

At Iteration : 1 / 10 ; Train Error : 1.114769 ;Test Accuracy : 87.1400
00
At Iteration : 2 / 10 ; Train Error : 0.524831 ;Test Accuracy : 89.3700
00
At Iteration : 3 / 10 ; Train Error : 0.422878 ;Test Accuracy : 90.3600

At Iteration : 4 / 10 ; Train Error : 0.376357 ;Test Accuracy : 90.9500

At Iteration : % / 10 ; Train Error : 0.348854 ;Test Accuracy : 91.2400

91.7 percent or something over 20 epochs, you just barely cross down 92 percent
whereas, here when we start with this one, you start with the training accuracy of 87
percent and this is also quite concurrent that, while we were just training down the auto

encoder for denoising purposes.

So, let us get down over here.
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loss.backward() # pagate tr
optimizer.step()

running

t= loss.data(0]
print (At Iteration : %d /

1 ; Mean-Squared Error : %f'%(epoch + 1,it

runr

print('Finished Training')

At Iteration : 1/ 20 ; Mean-Squared Er HEO0 . 0739818
At Iteration : 2 / 20 : 0.042724
At Iteration : 3 / 20 : 0,031610
At Iteration :« 4 / 20
At Iteration : 5 / 20

At Tteration : 6 / 20 0.0172749
At Tteration : 7 / 20 0.015088
At Iteration : 8 / 20 ; 0.013450
At Iteration : 9 / 20

So, your starting error, MSE error was also quite low as well as your MSE error at the
end was really low. So, as network which has been able to really reconstruct itself,
whatever data is given down in a really good way that is a network which has learned to
actually learn down, features in a real good way and that is what we see, when we come
down to this classification. So, the starting point of my classification is what starts with
an accuracy of 87.1 percent and then we go down and then quite within the 10th epoch,

we come down to an accuracy of 92 percent.
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At Iteration : & / 10 ; Train Error : 0.330525 ;Test Accuracy : 91.5400

00

At Iteration : 7 / 10 : 0.316273 ;Test Accuracy : 91.8500

00

At Iteration : & / 10 or ¢ 0.305317 ;Test Accuracy : 91.9300

[1]1}

At Iteration : 9 / 10 ; Train Error : 0.295882 ;Test Accuracy : 91.9900

00

At Iteration ¢ 10 / 10 ; Train Error : 0.288152 ;Test Accuracy : 92.070
000

Finished Training

Performance of different Classes: i
GlO e © 20 ST



Now, one thing you might ask, is my saturation accuracy does not change in any way and
that is like really something to do around with the whole aspect of statistical machine
learning, because your saturation accuracy is basically, the upper bound of how good you
will be able to classify and you cannot just break that. It is a function of the data, which
you have, it is a function of the amount of training samples you have, it is a function of
the kind of a architecture or the way you are actually trying to model down a
discriminator, it is a function which is also dependent on what is the kind of a loss
function you are using, it is a cumulative effect of all of them which come down and

what we essentially have played down is just one single aspect.

So, I have not increased my training data although, I was putting down noise, but that is
just small jitters around the training data. There has been a significant increase in my
training data as such I have not changed my architecture. I have not changed the way I

am evaluating a network or helping it learn, which is my cost functions.

The only thing which has been changed are slight modifications to my cost function or
the data, which comes down. Now, that given. Having said that the only point, where it
has a significant impact is the starting point and then that it has the lead in the whole race
to finishing it off the final point of the race is still the same, you can keep this running for

a longer duration of time change out your learning rates, you can still see.

But we have our experiences. So, there is something which I will come down in a later
lecture, which is with actually trying to look into your learning rules and there we will be
introducing something called as a weight decay factor. So, your learning rates over, then
we will start on decaying, then they will change after a fixed number of epochs and that
will actually help you come down very close to the saddle. So, you remember your
saddling aspect and in the cost function plane. So, it comes down to the global minima,
but then since the gradient is really high, on account of this learning rate eta. So, it keeps

on oscillating around over there.

Now, if I keep on changing this oscillation factor, I keep on reducing my learning rate.
So, it would gradually oscillate and come down to the global minimum point and that is
what we will be doing, but that comes down slightly in a later on lecture. So, let us look

Into what happened with the performance in a per class basis.
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Finished Training

Performance of different Classes:

In [ ]: clasa correct 1ist (0. fer i in rangu({l0))
el total list (0. for 1 in range{l0))
for data in testloader:
images, labels = data
if use gpu:
outputs = net(Variable(images.view(=1, 28*28).double().cuda()))
, predicted = torch.max(outputs.data.cpu(), 1)

alsa:
outputs = net(Variable(images.view(=-1, 28%28).doubla(}))
rvadl akad tavah mav lankninke Adaka 11 -

TG € C) 2 (0 S
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. p:'umt:llt;u' torch.max (outputs.aata.cpu), 1)
alse:
outputs = net(Variable(images.view(=1, 28#%Z8).double()))
+ predicted = torch.max (outputs.data, 1)
¢ = (predicted labels) . squeeze()
for 1 in range (BatchSize):
labal labals[i]
correct [label] += c|i]
total [label] += 1

class

class

for i in range(10):
print ("Accuracy of %55 : %f 3% % (
classes[i], 100 * class correct[i] / float(class totall[i]}))

Kl et 20 . T

So, the last number 5.
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print ("Accuracy 51 "R
classes([i], * class correct[i] / {class total[i])))

Yes, nothing increased significantly, but we do see that class number 0 and 1, they come
down to a point of 97 percent, which was really high. So, in the earlier case, we did not
see that high result going down to 97 percent. We had something close to around in case
of class 0. It was about 97 percent, but then in class 1, it was still restricted to about 90 to
193 percent. So, these are changes which come down by introducing that extra noisy

factor, which helped it learn down.

So, that brings us to a point that noise at certain aspects is also good. It is not necessary,
that you need to always remove out noise and in fact, for a lot of these applications, as
was in the paper and then what we had studied in the earlier lectures and today's example
you do see that adding noise actually create. So, much robust system and a much better
way of learning down these weights and representations. So, that is all what we have for
lecture 20 and this whole family of water encoders, which we had done. So, that would
bring us to a concrete conclusion of this first four weeks and the first month of the class.
In the next month onwards, we are going to start with the next version, which is called as
convolutional neural networks and then that is the next generation of neural networks,
which come down, which do not necessarily have a connection, which is called as a fully
connected, but we are going to play around with how neurons are connected to the inputs

in a very different way.



So, till then stay tuned and wait and watch for the exciting ones in the coming weeks as

well.



