Applied Linear Algebra for Signal Processing, Data Analytics and Machine Learning
Professor. Aditya K. Jagannatham
Department of Electrical Engineering
Indian Institute of Technology, Kanpur
Lecture No. 02
Vectors: unit norm vector, Cauchy-Schwarz inequality, Radar application
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Hello, welcome to another module in this massive open online course on Applied Linear Algebra.

So, we are looking at the norm of a vector and we have derived the norm of a vector and now let

us continue our discussion. So, we have ||u|| which is basically we say norm of the vector u.

And now we can also see some properties of norm. If norm of ||%|| = 1, this is known as a unit

norm. If norm of the vector that is length is 1, this is known as a unit norm vector. And any norm

that is if you take any vector u divided by ||u|| this becomes a, that is if you define this vector %

u
Iz’

that is you take

this becomes an unit norm vector for any vector u.
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Now this norm has very interesting applications for a signal, for a signal vector. Example for a

. _ 12 . 12
signal vector &, now |[u]|” equals, let us say we have a real signal, ||ul|” = yu? + u2 + - + uZ,

this is basically the energy of the signal. So, the norm square of a signal vector denotes its energy.
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Let us look at a simple example, for instance, let us consider a vector u = [—1,3,—2,1] and then

we have |[u]| = 12+ 32+ (-2)2+12 =VI+9+4+1 =V15.
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Now this is basically your unit norm vector. So, that is basically you have computed the vector
divided by its norm that makes the vector as a unit norm vector. Let us look at another very
important application of the norm that is to find the distance between any two vectors and this is

very important.
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So, we have the distance, the notion of distance between two vectors that is where you have the

vectors u, v that is these are the two points and the distance between them is defined as

lu—ol| =V —v)2+ (U — )2+ + (U, — )2 =J<u-vu-—v>

This basically gives the distance the distance between two vectors u, v.

Let us now look at a very important property of the vectors related to the norm and which relates
the norm of the vectors to the inner product, this is known as the Cauchy-Schwarz inequality, this

IS very important inequality, which has a large number of applications in Linear Algebra.
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So, we have to look at Cauchy-Schwarz inequality, which is also called as the CS inequality or the
CS property, or the Cauchy-Schwarz property, which basically relates the inner product to the
norms. So, this simply states that the magnitude of the of two vectors u, v is less than equal to the

product of their norms, that is
I<u,>| < |[ul||vl|.
Or you can write this as

<% >|? < |Jal|*|Jv|".

This is a very interesting property, but it is for real vectors.
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If you simplify this you can say

W')? < |[ull*|IvI|”

2 2
And for complex vectors one can say (ufv)? < ||ul|"|v||".

So, this is a very important property, which has a large number of applications.
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So, let us look at a simple proof, of course you can also look at a general proof. Let us just look at
a simple proof of this for the two-dimensional case. Consider 2D real vectors and the general case
is also fairly straight forward and then what we have is, since these are real vectors remember let
us simplify this by assuming these are real vectors. Then we have

W™v)? = (W vy + upv,)? = u?v? + uv? + 2uu, v, v,.
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Now, if we use the inequality, that is, we use the geometric mean (GM) is less than or equal to the
arithmetic mean (AM) that is GM less than or equal to AM. Then this reduces to

2u U0 v, < USVE 4+ uSvi

So, geometric mean less than arithmetic mean simply states that if you are not familiar with that,

that simply states the vVab < aTJ’b . And that is essentially, if you look at it and clearly see that is

essentially being used over here.
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And therefore, now you can write
2 2
W'v)* < ufvf +udvi +uiv +ufvf = f +ud)(f +v3) = [lal]"[19l]",

So that is essentially the Cauchy-Schwarz inequality. | think to cover both the general complex

and real case one can simply write this

fv)? < |Jal|’|[wl|".



So, this covers in fact both the real case and the complex case. And let us look at a simple example,
so this is a very important example essentially as a large number of applications this Cauchy-
Schwarz inequality. Let us just look at the simple example just using some 2 dimensions, some

real vectors.
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So, let us look, we have u = [1,—1,1,—1]7, and ¥ = [1, 2,3,4]” these are some simple vectors.

So, we have
uv=1-2+3-4=-2,

@'D)? = (—2)? = 4.
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Andnow |[@l]* =1+1+1+1=4,and |[7]|" =12+ 22+ 32 +42 = 1+ 4+ 9 + 16 = 30.

And therefore, you can see | ||| ”[|%||* = 4 x 30 = 120, which is much, which is greater than 4,

which is equal to you can say |[u’wv|?. So, this is a simple example to illustrate this Cauchy-
Schwarz inequality.
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Now, this u” v this has very important connotations, so this u” v this is termed as the correlation
between the two signals, and this has many practical applications, very interesting applications. |

would say high-impact interesting applications.
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Let us look at a simple example application of correlation or inner product. Let us look at a simple
application in radar. So we want to look at the application of correlation or basically your inner
product in this RADAR in this field of RADAR. What is RADAR signal processing, all of you
will know if you have a RADAR which is essentially trying to detect a plane.



Therefore, what is going to happen is the radar transmits a signal and then there is a reflection. So
this is simple schematic diagram, so this is basically your radar and this is basically your object
that you are trying to detect, that is, for instance an aircraft. And this is essentially your ground
radar and this is basically transmitted and reflected signal. So, you have the transmitted and

reflected signal.

So, let us say x, so naturally we consider a digital signal. So, let us say x equals x,, x;, these are

the samples of the transmitted signal. So, this is the transmit signal vector.
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And let us say this is your y, which is a reflected signal. Again, you have the samples of the
reflected signal or the received signal. You are transmitting a signal from the RADAR and you are
measuring the response at the radar after a certain delay. So, this is your received signal which is

measured after a certain delay.
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Now, the point here is that if there is an object such as an aircraft that is present then what is going
to happen is that your received signal typically is x plus the noise vector w. So, X is your
transmitted signal, y is your received signal and this is simply the noise vector w. So, what it is
saying is, of course there is going to be noise, remember because it is a practical communication

system, so along with the signal you will have the noise.

So, what happens is that the transmitted signal x is reflected and then of course you are going to

have noise. So, the observed signal y at the RADAR is going to be simply a copy of the transmitted

Y gﬁl/%«%ﬁ’
w ,




signal plus the noise. Typically, the noise is assumed to be Gaussian this is also what is called as
additive white Gaussian noise. So, although it is not very important you might understand this

better, this is called as, this noise is additive, this is additive white Gaussian noise.

Therefore, in this case the observed signal y will be highly correlated with x. If the object is present
y will be highly correlated with the transmitted signal x or essentially that implies that the inner
product, the magnitude of the inner product that is what we are calling as for instance we can call
this as if these are complex signals in general X" is very high because the copy of the signal is
present in x, so the similarity between x and y will be high, you get the point because y is the
observed signal, x is reflected, so the similarity between y and x will be very high. On the other

hand if the object is not present then it will simply be noise because there is no reflected signal.
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So, on the other hand if there is no object or if object is absent, then we are going to have y = w,
that is, simply the noise. So, there is going to be no x, that is, there is going to be no reflected
signal. So, in this case, because it is simply the noise, similarity between y, x is low. Therefore, to
determine the presence of target, this is called object or this is also known as target in the context
of RADAR. So, to determine if a target is present or not? simply correlate. So, correlate the
received signal with the transmitted signal, so what we do to determine the presence of target,
simply correlate the observed signal with the transmitted signal, if this correlation is high, then the
target is present, if the correlation is low, then the target is absent.
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So, to determine presence of target we correlate received signal with the transmitted signal.

(Refer Slide Time: 26:23)

File Edit View Insert Actions Tools Help

Ddle *([/HZ-90-D% PH/AEEEEEEN ¢ EmEm”’

Bl
__?T‘W}'J—M PrUmt/_‘ |

245 <o

T&rg@td QJOXQMT,—

; 36/63 é]

36




File Edit View Insert Actions Tools Help

Ve " [IHL2-90-S= ; EEEEEEE mm

| e =
5 <y
o Torget B ablonl

Sz on
RADAR = DﬂPd:;w”’“
RADAR

\E/m H H\281£
g A

36

KK

So, what we do is, we look at the inner product that is |x* ¥ |2 and we compared it with the
threshold y. So, we have a significant, because remember there is noise, so we have to have a
threshold, so we compare it with the threshold, the threshold is y, so if it is greater than threshold

this implies that target is present, else implies target is absent.

This is also known as a hypothesis, a detection problem or this is essentially a RADAR problem.
This is essentially one of the most fundamental problem this is also known as a detection problem
or this is also known as hypothesis testing. In fact, that is there are two hypotheses, the target is
present or absent and you are testing each hypothesis. So, this is also known as the hypothesis
testing, and more specifically a binary hypothesis testing problem.

So, another interesting application is this as already told you the similarity between two signals or

images.
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So, we can also use it to determine for instance you have two signals x; and x,. Let us say these
are two images or audio signals, so on and so forth, | mean signals can be anything, voice signals
images. To determine the similarity, to determine, to see if they are similar, to check the similarity
you again take the inner product that is magnitude or essentially the correlation |x¥x,|? < y, this
implies, that they are similar, if the same thing is less than y this implies, they are dissimilar. So,

that is a very interesting property.

So, this property of the inner product or the correlation between these two, in fact, this is the
correlation between these two data vectors or the correlation between these two signals has several
key interesting applications and this is a very important concept. We are going to see another
important application of this in the context of wireless communication in the next module. Thank

you very much.



