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Hello, welcome to another module in this massive open online course. So, today let us discuss a

new concept, that is the Null space of a matrix.

(Refer Slide Time: 00:22)

File Edit View Insert Actions Tools Heip

_]_J\qu» TR0 -D% i/ AEEEEEERD am-

TR T i iiadi

o NeLL SPaCE.

m)‘m///mfn/

(vwider mabix A

\) s A
Nwﬁj—jw fﬁﬂ;

21,(([/\ Hhatr AT—: O

2
2

I 54

The Null space of a matrix, which is defined for a matrix A which is of size m X n, then the null
space of this matrix which is denoted by V' (A). So, this is your V' (A) that is set of all vectors X,

such that, AX = 0, that is the null space, that is the set of all vectors X, such that AX = 0.
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Now, remember that the terminology is justified because the null space is, in fact, it is a subspace.
So, the null space is a subspace. What do we mean by a subspace? That is if we consider any 2
vectors X;, X, belonging to the null space, then their linear combination aX; + S X, also belongs

to the null space, this is not very difficult to see.
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Let us take us for instance



Similarly, X, € N (4) = Ax, = 0.
Now, A(ax; + x,), naturally it is not very difficult to see this equal
A(O()_(l + ’872) = aA)_(l + BA)_(Z = 0 = a)_(1 + ﬁiz € N(A),

that is why it makes it a subspace, remember, what is a subspace? Subspace is nothing but
whenever 2 vectors belong to the subspace their linear combination also must belong to the
subspace. We call that such a set, that is, as | just said is basically a subspace. So, the null space

of matrix A is in fact a subspace.
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Now, the interesting thing that you observe over here is that 0 always belongs to the null space of

any vector. So, 0 always belongs to the null space of any matrix that is easy to see because
A0 =0.

Now, if there is any other vector X, such that, X not equal to 0 but AX = 0 then we call it a non-
trivial Null Space. Then it is frequently known as non-trivial, non-trivial means non obvious,

because 0 is the element that belongs to the null space of any matrix.

Now, if there is even a single vector in the null space other than the 0 vector, then it is known as

a non-trivial Null Space. Now, obviously, the null space cannot contain a single vector because if



X belongs to the null space, then aX, also belongs to the Null space. So, it either contains the trivial
null space that is 0 which contains only a single element, whereas the non-trivial null space always

contains an infinite number of vectors.
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Another interesting thing, an interesting result for a square matrix A if the null space is non-trivial,

“«»

then A is not invertible. It is very easy to see. For instance, if there exists
AX = 0, where X # 0.
Now, if A~1 exists then we must have multiplying both sides by A=, we must have
AlAx = A10=0=>%x= 0.

But we started with the assumption X # 0. So, if you go back and look at the assumption X + 0
we are able to show that this is basically a contradiction. Therefore, X # 0 this implies A~ does

not exist.

If there is a contradiction arising because we are assuming A~1 exists this implies A=1 does not
exist. So, if a square matrix has a non-trivial null space, that is, there is an AX # 0 but AXx =0
then the square matrix is not invertible. The other condition for singular that is A is non invertible

or A is basically singular the other condition we saw is basically determinant.



So, these are all equal conditions and we can show that if the determinant is 0, then basically there
also exists a non-trivial null space. All these are another way to say that is a singular matrix. If it
isann X n square matrix then the rank(A) < n, means it is a rank deficient matrix. So, all these

are different properties of basically a singular matrix.
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Now, let us look at a simple example to determine the null space. consider A equals

a=li 25 4 4



Now, we want to determine the V' (A) or rather determine a basis for V'(A). So, any vector that

belongs to the null space, we must have

X1
111 1 1|2
X3 | =
[1 2 3 4 5] Iy 0
4
LXS
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Therefore, now, let us expand the first condition this implies that
X1+x2+X3 +X4_+X5 = 0.
Let us first start with the row reduced form then it becomes more convenient.

(Refer Slide Time: 10:54)



File Edit View Insert Actions Tools Help
Dddwe [P Z2-o-S+ PE/AEEEEEENE T EE”

TR

=

PU'E"W‘/ Fow voyu—afew :
Q;-' Rz/R!_

p ¥ B &b |
(01;234

597108
A
L o (T T

Now do row operations, let us perform row operations first, let us replace R, < R, — R, then we

have the matrix equivalently becomes
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Now, let us do another row operation, let us do R, « R; — R,. Now, the matrix becomes

10—1—2—3]
01 2 3 4



Now, we are in business now, let us find the null space of this Row Reduced matrix. So, of course,
you can see there are 2 pivots, so, basically the rank (A) = 2, that is not very difficult to see. Now,

let us determine the null space. So, you have
1 0 -1 -2 -3

X3 | =

[0 1 2 3 41[3 0
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This implies now let us expand the conditions
X1 —X3—2x4—3x5=0
X1 = X3 + 2x4 + 3Xs.
Let us write the second condition from the second row. Now, this implies that we must have
Xy + 2%x3+ 3x4 +4x5 =0
X, = —2x3 — 3x4 — 4xs.
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Therefore, the element X is of the form, that is, any X € V' (A), the V'(A) is of the form that you
have the free ones x3, x4, and x5 and then you have x, = —2x; — 3x, — 4xz, and then you have

x1 Which is basically x; = x5 + 2x, + 3x5, and now, you can also write it interestingly as

x3 + 2x4 + 3x5 1 2 3
—2Xx3 — 3x4 — 4x5l -2 —3] —4
X€EN(A)= X3 X3! 1 [+x4]1 0 f+x5] 0 |
Xa l 0 J l 1 J 0
X5 0 0 1

So, any element of the null space is a linear combination of these 3 vectors.
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Now you can see very interestingly, you have xs, x,, and x5, these are the free variables and any

vector belonging to the null space can be expressed as a linear combination that is

1 2 [ 3 1

ENENE

x3| 1 |+x4,| 0 |+x5| 0 |

0 1 0

Lol Lol L1l
1 2 3
=2 1-3 -4

So, basically, these vectors| 1 |,] 0 |,and | 0 | form a basis for the '(A). So, any vector X

0 1 0
0 0 1

belonging to null space can be expressed as a linear combination of these 3 vectors. So, these
vectors form a basis and you can see being the basis, they themselves are, that is each of these also

belongs naturally to the "(A), you can quickly check that.
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So, this indeed belongs to the V'(A) and similarly you can check for the other vectors. Similarly,
this is an exercise for you. Similarly, what you see very interestingly is the number of elements in
the basis, that is the rank. So, you can see from here number of basis vectors equal to 3 implies

dimension of V' (A) = 3. Now, this dimension of N'(A) is also termed as the nullity.
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This is also termed as the nullity of the matrix. And now, you can also see, which in this case equal
to 3 for nullity of A equal to 3 and nullity because the number of elements in the basis is equal to
3, which implies the nullity of A is equal to 3. If you can look at this, now, you go all the way back

and you look at the rank(A) it is not very difficult to see you have 2 pivots.
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It means, rank(A) = 2, and therefore, you have the famous rank plus Nullity theorem. So you
have rank + nullity = 2 + 3 = 5, which is essentially equal to n, that is, number of columns of
A. Rank nullity properties are very interesting, there is a dimension of the rank plus the dimension

of the null space must equal the number of columns of the matrix A.
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Let us look at an application of the null space. The null space is again another very interesting
concept which has several applications. So, now another interesting application is in circuits.
Consider the simple circuit above in the screenshot. 1 am going to draw it as simply a set of, so
these are nodes 1 2 3 and 4. So, we are going to call this as the current from 1to 2 as i;, 2to 4 as

i,,4to03asis, 3tolasi,and 3to 2 as is.

Now, let us define for this circuit, what is known as the Adjacency Matrix. What do we mean by
the Adjacency Matrix? We have the matrix A is of size m x n which is the adjacency matrix, what

is m? m equals basically the number of currents or the number of edges in a circuit. What is n? n



equals the number of nodes, therefore now, in this graph, we have 5 edges. That is, you have 5
edges, which means m = 5 and n = 4 nodes. So, A is of size 5 X 4. Now, what is the property of

A, how do we construct A?
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We have
[A];; = —1, if current i leaves node j,
[A];; = 1, if current i enters node j,
[A];; = 0, else.
Let us construct, construct the adjacency matrix for this circuit. That will illustrate this again.
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Let us go back. Let us take a look at this circuit A equals we already said thisisa 5 X 4 matrix
So, one row for each current and one column for each node

1 2 3 4

1r-1 1 0 0
210 -1 O 1
A=3]|0 0 1 -1
4( 1 0O -1 0

5,0 1 -1 O

So, this is the Adjacency Matrix. Previously, we have seen the Vertex matrix this is basically
different this is the Adjacency matrix.
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So, now consider the current vector . Now consider any current vector

i
Iy
1= i3
Iy
s
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Then the property of the null space says that T € V' (AT) where A is the Adjacency matrix. So,
any legitimate current vector of the circuit must belong to the A" (AT), let us verify that.
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We have once again, A equal to

What is AT? It equals

-1 0 0 1 0
r_ |1 -1 0 o0 1
A" = o 0 1 -1 -1

0 1 -1 0 0

Now, determine the null space of AT. Let us write

i
-1 0 0 1 0 i)
1 -1 0 o 1]|: o o
0 0 1 _1 _1 ::3 =0$—ll+l4=0$ll=l4.
0 1 -1 0 oll>*

ls

So, current entering node 1 must be equal to current leaving node 1 so this is the Kirchhoff’s

current law for the first node.
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Similarly, if you look at the second one that says i; = i, + is.
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Similarly, if we expand the third row, you will get i; = i, + i5. And finally, from the 4th row, you
have
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So, you write the Adjacency matrix of the circuit, then any legitimate current vector, because it

has to satisfy the KCL equations for every node, this has to belong to the null space of AT.

And these set of equations translate to nothing but the KCL or the Kirchhoff’s current law to every
node. So, that is a very, very interesting property. And the null space in general has many
applications as already seen, | have already shown null space. If a square matrix has a non-trivial
null space, then it shows that the matrix is basically not invertible. It is a singular matrix. So, it is
a very important property of a matrix. So, let us stop our discussion here and continue in the

subsequent modules. Thank you very much.



