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TSK Fuzzy Model

The TSK fuzzy model was Introduced by Takagl, Sugeno, and Kang in 1985,

A typical fuzzy rule in a TSK fuzzy model has the form
> IF xis AAND/OR y is B THEN z = f(x,y)
fx.y) =po+px + ;)3)‘"0..4‘ PmX™4 qyy + ‘lz)'z’r--’ qmy™

where A and B are fuzzy sets in the antecedent, while z = f(x,y) Is a crisp function in
the consequent.

* Usually, f(x.y) Is a polynomial but it can be any function as long as it can
appropriately describe the output of the model within the fuzzy region specified by
the antecedent of the fuzzy rule,

* TSK fuzzy model takes comparatively less computation time.

* TSK fuzzy model takes only crisp values as inputs.

Hi, welcome to the lecture number 60 of Fuzzy Sets, Logic and Systems and Applications.
Today in this lecture I will discuss Takagi Sugeno and Kang fuzzy model, this model is in
short known as TSK fuzzy model or TS fuzzy model. So, let us first understand the TS
fuzzy model or TSK fuzzy model as it was introduced by Takagi Sugeno and Kang in
1985. And a typical fuzzy rule in a TSK fuzzy model has the form of IF x is A and then

we have some connective either AND or OR and then next antecedent y is B.

So, here we have the premise and then we have the consequent. So, the fuzzy rule for TSK
fuzzy model is of the form of it has the premise part and the consequent part. So, premise
part remains as it is or as it was in Mamdani, Larsen, Tsukamoto. So, here also the same
means the premise part is fuzzy. It may have either single antecedent or multiple
antecedent. Whereas when it comes to the consequent part here there is a significant

difference. What is this difference? Difference is this.

So, in TSK fuzzy model we have the output in terms of a polynomial, the polynomial is

here and this polynomial is of the form of f (x,y) means function of x, y if x,y are the



inputs. So, let us say we have two inputs here first input is x, the second input is y. So,

f(x,y) =po +p1x + p2x® + -+ Ppx™ + 1y + QY2+ + gy™.

So, here in this polynomial we have basically we have a constant which is p, and then we
have the x terms. So, we have first degree terms of x and y like p;x, g,;v. Then we have
second degree terms p,x?2, g,¥? and so on. So, here in this polynomial we have the mx
degree or m degree terms. So, in general we are writing f(x,y) as the m degree
polynomial. So, the rule that is used here is a two input rule or | would say two antecedent

rule, whereas, in general it can be any number of it can have any number of antecedents.

So, what we have to remember here is that in TSK fuzzy model the consequent part has
the output which is always in the form of a polynomial and this polynomial is in the terms
of the inputs that are fed in the premise part. So, here says x and y are the inputs which
you can see in the premise part here. So, the polynomial is always a function of x and y

which is nothing but the function of the generic variables x and y.

Now, here this is very important to note that a TSK fuzzy model takes comparatively lesser
computation time because here the z can be obtained very quickly just by substituting the
values of x and y. So, this takes very less time of computation and then TSK fuzzy model
takes only crisp values as the input. So, please note here this is very important point like
in Mamdani model, Tsukamoto model, Larsen model all of the models we have had the
inputs in the form of fuzzy or crisp, but here in TSK fuzzy model we always have the

inputs that means, the x and y only crisp values.
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TSK Fuzzy Model

Here each rule has a crisp output, the overall output is obtained via
weighted average thus it is avoiding the time-consuming process of
defuzzification required in a Mamdani fuzzy model.

* When f(-) is a constant, we have a Zero-Order TSK Fuzzy Model.

* When f(x,y) is a first-order polynomial, the resulting fuzzy inference
system is called a First-Order TSK Fuzzy Model.

The Zero-Order TSK Fuzzy Model is special case of the Mamdani fuzzy
model in which consequent of each rule is specified by a constant value
which can represented by a fuzzy singleton (or a pre-defuzzified
consequent) and special case of the Tsukamoto fuzzy model in which
consequent of each rule is specified by a membership function of a step
function center at the constant.

So, then we have the each rule has a crisp output in terms of the f(x,y) as | have just
explained and then since every rule is generating some output. So, the overall output of
the TSK fuzzy model which is characterized by multiple rules will be the weighted average

of these outputs.

So, here we can have f the function the polynomial as a constant and if we have such a
case then we see we say this as the zero order TSK fuzzy model we will discuss this in
detail in coming slides. We have explained this and then when y when f(x,y) is a first
order polynomial the resulting fuzzy inference system is called for first order TSK fuzzy

model.

The zero order TSK fuzzy model is the special case of the mamdani fuzzy model in which
consequent part of each rule is a specified by a constant value which can be represented
by a fuzzy singleton as we already have seen in the beginning of this course we understood
what is a singleton fuzzy singleton. So, constant can also be represented in terms of fuzzy
singleton and then the special case of Tsukamoto fuzzy model in which the consequent of
each rule is a specified by a membership function of a step function centered at the

constant.
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TSK Fuzzy Model
If a fuzzy rule base with n rules for input membership functions A; and B, with the
universe of discourse X and Y, respectively is defined as,
R' 5  IFxisA AND/ORyis B, THEN 2 = f(x,y)
where { = 1,2,3, ..., nand fuzzy sets A;, and B, are expressed as,
-~ <
= A = f Ha(X)/x;f By = j g (0)/y)
XEX : YEY
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The firing strength of i*"-rule is defined by, » % l/L 41
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The overall output is taken as the weighted average of each rule’s output as
follows

[ Bwxz | a8
2’ =—
‘ T

where z; is a polynomial in the input variables x and y.

So, that way the zero order TSK fuzzy model can be understood and here in zero order
TSK fuzzy model if we go ahead to understand we see that the f(x, y) is a constant value
that is p, here. Then so since we have let us say the it" rule in TSK model, let us say we

have a set of rules and it" rule is here is it" rule.

So, it" rule will have the rule of this kind if x is 4;, x is the input A4; is the fuzzy region
where this x is falling into and then we have the connective here AND or OR, and then we
have another input y and which is again falling into B;, i here signifies that the fuzzy region
which is relevant for it" rule and then we have the premise part which is z; for i*" rule the

output for it" rule and this is nothing but a polynomial which is f(x, y).

So, here we may have a TSK fuzzy model which can have n number of fuzzy rule small n
number of fuzzy rules. So, if this is the case then for A; to be a fuzzy set here B; again to
be a fuzzy set continuous fuzzy sets and if this is the case then for certain input x and y,
we can have the w; which is nothing, but the firing strength of the particular i*" rule. So,
| can write here the firing strengths of i*" rule and this we can obtain by either taking min

of s, (x) and ug, (y) or we can multiply these two if we are interested in the product.

So, here since these firing strengths are of each rules are known then we can go ahead for
the final output by taking the weighted average of the each rule. So, this way we find the

final output of the of the TSK fuzzy model.
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Zero-Order TSK
Fuzzy Model

Z = f(xy) = Po}" PrsbPoX b Pk Gy y by

f(x,y) =po=coms I

So, let us now start with first zero order TSK fuzzy model. So, as | have already mentioned
that the consequent part here in TSK fuzzy model the fuzzy rules will have the consequent
part of this kind. If the output basically the z will be defined in terms of f(x,y) as | have
already mentioned this x and y will be the corresponding generic variable generic input
variables and when we talk of zero order zero order TSK fuzzy model then it means we

will have only the constant that is p,. So, here we have the p, only.

So, f x,y or | can say f(x,y) will be equal to only the constant part that means, the p,.
So, this is the constant part. So, no x term, no y term. So, this means that the zero order or
zero order TSK fuzzy model output will not depend on the generic input variables here in

this case x and y.
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Zero-Order TSK Fuzzy Model

Now, let us understand the fuzzy reasoning of Zero-Order TSK
Fuzzy Model for the following:

»Single Rule with Single Antecedent
»Single Rule with Multiple Antecedents
»Multiple Rules with Multiple Antecedents

So, let us now go for the fuzzy reasoning of zero order TSK fuzzy model and we have

three cases as we have had earlier for other fuzzy models.
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Single Rule with Single Antecedent

-‘F /’M“j il :(,cyvﬁff
~> Rule: IFxis ATHENy = f(-) = p_ T (%Y4)=po
Fact(Input):x =%, —

Conclusion: y = p,

Here,f(-) = p, which is a constant value.

So, we have the first case where the single rule with single antecedent type of TSK fuzzy
model we have and let us now first go with this and understand as to how we are going to
get the output computed if we have a TSK fuzzy model with single rule with single

antecedent.



So, as | have already mentioned that we can have only the crisp input. So, here x is equal
to x; we are supplying. So, the fact or the input we can have as x is equal to x; and here
is the rule we have only one rule. So, only one rule is mentioned here and rule has the
single premise, single antecedent. So, single antecedent is here x is a and then we have the
consequent part and consequent part is f'(x, y) which is the p, here and which is a constant
value means it is not depending upon the input generic variables that means, here in this

case we have x.
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Single Rule with Single Antecedent

Let us assume, f(+) = py = 3.737 which is a constant value.

IFxisA [ min

Po=3737 |
wy = 05204

¥, =3.737

x,52.020 |+ Crisp Input ﬂ
2

So, let us move ahead and see how can we get the output computed with respect to the
certain input that we feed to the output. So, let us assume that we have we have x; which
is the input variable input generic variable here 2.0202. Let us say we have this value and
we are feeding this value to this model to the TSK fuzzy model characterized by the single

rule with single antecedent rule fuzzy rule which is mentioned here.
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Single Rule with Single Antecedent [

Let us assume, f(+) = py = 3.737 which is a constant value.

IFxisA

»]\; po=3737 |
f
b

If x is A so x is here. So, | can write here the rule that is characterizing is characterizing
this model is if x is a then the output here in this case let us say y. So, y is f(x,y) or
maybe since we are using y. So, | can write here z. So, z is equal to the output is p, or if
you use y it is better. So, let us say y which is the function of fx because we have only x
in the premise part as a single antecedent.

So, here we have a constant and constant is p,. So, this is what is the rule which is
characterizing, which is representing the fuzzy the TSK fuzzy model. So, if this is the case
now and please note that we have A and p, both are known for this model when we say
we have a depth we have a model it means all these parameters of A and p, are known.

So, let us now apply the input here.

So, when we apply the input we see that corresponding to x; we have the membership
value here which is coming out to be 0.5204. So, here. So, this is the intersection point and
this I can write as w;. So, since we have only one antecedent min is not applicable here.
So, the same value will be transferred to the output here for the weighted average. So, w,

is known now how we will have the y; corresponding to this rule.

So, let us say y, if we are supplying x; corresponding output is y,. So, y; since the, so, y;
will be 3.737 which is same as p 0 because this output is not depending upon the input.
So, we have the y; and now the final output will be the same even when we do the weighted

average. So, you see here we have done the weighted average since we have single rule.



So, the weighted average is going to remain the same. So, this way the output
corresponding to x; is equal to 2.0020 will be 3.737 all right. So, now the next case here
for the zero order TSK model would be where we can have a single rule, but with the

multiple antecedent.
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Single Rule with Multiple Antecedents
- st Ok,

il =
—> Rule:IF xis A/’A!\J‘D\/y is BTHENz = f(-) = po
Fact (Input): x = x; ANDy = y,

Conclusion: z = p,

Here, f(-) = p, which is a constant value.

So, let us now go ahead with this case here. So, here also we have you see the zero order
and zero order means the output is a constant the every the consequent part is a constant
consequent part means the output of every rule is a constant and which is not depending

upon the input generic variables.

So, here also we have p, so, but what is the difference here is that we have two antecedents
one is the x is A and the other one is here, the other one is y is B and these two antecedents
can be joined by a connective here we have AND. So, this is the connective. Please note
that this connective can be OR as well. So, we can have any other connective. So, here in
this case we have AND connective. So, now, since we have two antecedents. So obviously,

here we have two input generic variables x and y.
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Single Rule with Multiple Antecedents
Let us assume, f(+) = p, = 3.737 which is a constant value. .
xisA yisB me ‘ 2,: 4 ‘-/",TJ: Po

‘ . b 1‘77;);3 =373’; [

o'

§ ‘ «
0188 : 1 = min(0.1868,0.8924)
. Wy = 0.1868 «—
7 =3.737

Now when we have the input and we are now applying this input and we are interested in
finding the corresponding output, now let us see how to proceed with this. So, let us assume
that we have x; the input value which is a crisp value x; is equal to point a 4.444 and y is
equal to y, is equal to 6.2626. So, let us assume these two values to crisp values as the

input values.

So, this is arbitrary value you can have any other value and please remember that we take
only those values which are going to intersect the fuzzy sets A and B. Why because
otherwise these inputs these fuzzy reasons may not be relevant, and this rule not be
applicable. So, this is the rule in this case here where we have if x is A and y is B. So, in

this case we have the output which is p,. So, here also if we apply this these two inputs.

So, let us see now how to get the wi and then w? as the intersection points corresponding
to x, and y; respectively. And here we are taking min why we are taking min because we
have the connective AND. So, connective of the connective in between the two antecedents
we have AND. So, that is why we are taking min here if we would have or connective then
we would have taken max. So, for and connective we could have also taken gone for
product. So, it is up to us what we want or what as what is needed to be what is the
preference.

So, if we take the minimum of here the w{ and then w?2. So, when we take minimum we

are going to get the w; is equal to here w; is equal to 0.1868 which is the lowest value and



since we have w; we have z; here and z,; is nothing but the here the z; is f(x,y) and
which is nothing, but p,. So, we can very easily say that z; is p, and z; since z; is p, we

have now z; is equal to 3.737. So, we now know the w; and z;.

So, now since we have only one fuzzy rule here only one rule that is in this case we have.
So, the weighted average is going to give us the same output here because we have only
one rule. Had had it being many rules or more than one rules then the output would have
been accordingly computed. So, let us now go for the third case where we have multiple

rules with multiple antecedents.
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Multiple Rules with Multiple Antecedents

ule 1: F x is Ay AND yis By THEN z = f(-) = p§
_Rule 2: IF x is A, AND y is B, THEN z = f(-) = p§
Fact (Input): x = x; ANDy = y;

1 2

. . . wy X +Wo XD

Conclusion; z is z* = ZPo™*2XPo
wy+w;

Here, pj and p¢ are constant values.

The value of z*is calculated by the weighted average and
wy, w, are the firing strengths of Rule 1 and Rule 2, respectively.

So, here you see for simplicity we have two rules first rule second rule and then we have
multiple antecedents here we have only two antecedents we have taken two antecedents
for simplicity. So, otherwise we could have taken any number of antecedents rest other

things remain the same.
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Multiple Rules with Multiple Antecedents
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Let us assume, ps = 8 and p3 = 6 which are constant values for Rule 1 and
Rule 2.

So, we have two antecedents and the connective is and. So, let us now proceed with the
this model having two rules and two antecedents.
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Multiple Rules with Multiple Antecedents
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So, let us apply. So, we have the rule number 1 here and we have the rule number 2 here.
And we are now giving the input to the model. So, and please remember that this model
this input is the crisp input you can see. So, any arbitrary input which falls within the fuzzy
region can be fuzzy regions of A; and B, can be taken A, By, A,, B, can be taken or else
it may be given as the unknown input suitably.



So, for x, is equal to 6 y, is equal 8.2. Let us now find first using first rule the wi which
is the intersection point. So, intersection point let us call this as wi and this is coming out
to be corresponding to x; is equal to 6 it is cutting A, at 0.93 membership value. So, this

becomes our wi.

Similarly, let us now find the corresponding to y; 8.2 value the intersection point on B;.
So, let us call this as w#, so this is our wZ. Now, we have wi w? both now let us take min
because the connective is AND. So, when we take min our value is going to be w; which
is also called as the rule strength or | or | can write here or I can say here the firing is
strengths of rule 1.

So, firing a strength of rule 1 is w, is also called weight of the rule. So, this is 0.78. Now
ps we already have as 8 this is a constant value. So, we we write it by p, and p, is the
constant value and 1 we are writing here for rule number 1 for rule 1. So, that is why we

have also used one similarly here for rule number 2, pZall right.

So, now we have obtained w; and z;. So, z; we have very quickly found this is x, y which
is pd, here in this case let us say this is here in this case z;. So, z, is p§ similarly now on
the same lines when we use rule number 2 we find the intersection point that is let us say
w3 for the first second rule first antecedent. And similarly here for y, is equal to 8.2 we
write here wZ. So, w2 means second rule second antecedents now both of these values are
0.99 and 0.13.

And when we take min of the two we are getting the firing a strength firing a strength of
rule number 2. So, we have firing a strength of rule number 2 which is coming out to be
w, is equal to 0.13 and second rule gives us p3. So, pé is giving us 6 already. So, z, will
become 6 here. So, | can write here that our z, z, basically is f2(x, y) is equal to p3. So,

this way we get z, is equal to 6. So, now, we have w, z;, w, z,.

Now, we can very easily find the weighted average. So, let us find the weighted average
of the outputs of each rule and when we use this formula for weighted average the z is star
which is the final outcome the weighted average of the output. We are getting 7.7143. So,
this way we can find the complete the final output corresponding to x, is equal to 6, y, is
equal to 8.2 using the TSK fuzzy model, which is characterized by 2 rules with 2

antecedents and this comes under the category of multiple rules with multiple antecedents.
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First-Order TSK
Fuzzy Model
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Now, let us move to the first order TSK fuzzy model. So, as | have already mentioned the
ordered basically is defined here with this with the if when we talk of first order TSK
model. It means the input generic variable at least the maximum the maximum power of
these input cannot exceed 1. So, this means what? So, the output of each rule will be of
this form only. So, p, the constant can be there p, and then p, x this p, x cannot be there,
similarly no higher terms cannot be there no higher terms can be there or the higher terms

cannot be higher terms of the input generic variables are not there.

Similarly, for y also only since this is first order TSK fuzzy models only y will be there y
raise to power 1. So, more than 1 cannot be there. So, what is coming out to be here is that
f(x,y) which is the form of the output of each rule. So, f(x,y) let us say for 2 input
generic variables. So, we can have p, + p,x and then we write here g, y, but since there is
no other variable. So, | can write here p,y. So, that is how this is of this form. So, first
order TSK fuzzy model will have the output the consequent part, that means the output of

this form for 2 inputs if we have only 1 input then; obviously, this y term will go away.

So, along with the constant we will have one more term and this term will be the one more
term for the single antecedent, but similarly if we have multiple antecedents we will have
multiple antecedent, but the power of the degree of | mean the power of each generic

variables the input generic variables cannot exceed more than 1.
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First-Order TSK Fuzzy Model

If a fuzzy rule base with n rules for input membership functions A; and B, with the
universe of discourse X and Y, respectively is defined as,

IFxisAjand yis B; THEN z; = f(x,y)

[(x,y) = po + P+ paxe—s puX™+ qy) + Qay 4t Quy™ w =4

where i 1,2.3, et

For first-order TSK fuzzy model, L
7= fxy)=p+px+ P:)'j
The firing strength of i™™-rule is defined by, S

Wi = g, (X) Apg (y) /

The overall output is taken as the weighted average of each rule’s output as
follows: - —eee
W X
| T W —m——
| Tha Wi

where z, is a polynomial in the input variables x and y

So, let us quickly go ahead and understand. So, here this is mentioned this is the general
form of the polynomial of the output here first order TSK fuzzy model, but here m cannot

be, m can be only 1.

So, m value of m can be only 1. So, I can write here the when we say first order TSK fuzzy
model it means m is equal to 1. The value of m is equal to 1. Similarly, when we say 0 this
is for first order, similarly m is equal to O for O order. So, m is equal to 0 0 means 0 order
what does this mean this means that only constant will be there. So, now, as | mentioned

then the output will be like this similarly all others terms.

And conditions will remain the same means we have the min if it is needed for the
connective AND or we will take max in case of the OR connective and similarly we will

have the weighted average we have already done.
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First-Order TSK Fuzzy Model

Now, let us understand the fuzzy reasoning of First-Order TSK
Fuzzy Model for the following:

»Single Rule with Single Antecedent
»Single Rule with Multiple Antecedents
»Multiple Rules with Multiple Antecedents

So, this way we proceed and now let us under this first order TSK fuzzy model let us
discuss all those three cases we just have discussed. So, the first case again is the single

rule with single antecedent.
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Single Rule with Single Antecedent
ﬁ,s' iy TSK

~— Rule: IFxis ATHEN y = f(x) ::’p;] + plx.\» m=1

/
Fact (Input): x = x, &

Conclusion: y = y* = py + p1 X4

Here, f(x) is a polynomial function.

So, when we have a single rule with single antecedent we have the single antecedent here
and please note that here for the first order first order TSK, first order TSK we have m is

equal to 1 only this means that we have f(x) = p, + p1x.
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Single Rule with Single Antecedent
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IFxisA THEN
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And now, if we have the rule of this kind let us say we have a TSK fuzzy model which has
the polynomial the f(x) like thisis letus say z = 1 + 0.5x.
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Single Rule with Single Antecedent
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So, if this is the case then let us apply some input and let us apply the crisp input x; =

2.020. So, this is the same input which we have applied in the previous case previous
category that was the zeroth order.



And that was again for single rule with single antecedent. So, we get the w, here and since
there is no connective only 1 antecedent is there single antecedent is there. So, this
becomes the w;. So, the this becomes the w;. So, this is the weight of the rule or firing
strength of the rule so w is known. And then our z; = 1 + 0.5x we already know because

we have applied this.

So, 1+ 0.5 % 2.0202. So, this way we get the total here is 2.0101. So, we have now z,;
and since we have only 1 rule we have single rule. So, the weighted average is not needed
or even if you go for this that is going to remain the same. So, this way we get the output
of the TSK fuzzy model which is characterized by a single rule with single antecedent and
when we apply the input x; ,2.0202 we are getting the output here we are getting the output
2.0101.

Alright so now, let us go to the second case of first order TSK fuzzy model where we have

a single rule, but with multiple antecedent.
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Single Rule with Multiple Antecedents
[)’(‘
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&
> Rule: I xis AGND)y is B THEN 2 = f(x,) = po + pyx + P2y
Fact (Input): x = x, AND y = y, —"

Conclusion: z = 2" = py + py1X; + P2y

Here, f(x,y) is a polynomial function.

So, here also for simplicity we have taken only two antecedents x is A and y is B, but these
two antecedents are connected by the connective AND and again | would like to mention
that this connective can be any connective can be OR as well or, but or whatever. So, here
since we have AND, AND will have the composition of min. So, we will use min if you

would have.



Or here then max would apply as the composition. So, AND is the connective here. So,
rule says if x is A the first antecedent and then we have the connective and then we have
the second antecedent y is B. So, then here the output is of the same type which we have

just discussed and this category is the first order TSK fuzzy model.
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Now when we and before this | would like to mention that the here for simplicity we have
taken the 2 antecedents, but we can have any number of antecedents now let us go ahead
and apply some crisp inputs x; and y; and since we have here the single rule. So, let us
apply this to a TSK model which is characterized by a single rule with 2 antecedents x is
A, yisB.

So, we see that here we are applying the same inputs as we have done in the zero order
tsk. So, x, isequal to 4.4444 and y; is equal to 6.2626. So, we see the corresponding points
of intersection and this is designated as the w and then this is also designated as w2. Now,
within these we take the min because we use the connective AND if we would have used
or connective then here you would have taken max. So, this gives us the again the firing a

strengths of rule is also called weight.

So, we have the z; because we have the first order polynomial equation here which is the
output and please note that since we have here two antecedents. So, that is why the z is in
terms of x and y. So, we see here the x, y which is nothing, but the output let us say z and

this is of this form p, + p;x + p,y. So, this is how we are getting the z calculated for this.



So, and this way this is nothing, but the z;. So, here what is z;,z; is this. So, z;

corresponding to x; y; and p; is known p, is known p, is known p; known p, known.

So, and w; is also known. So, we can quickly get z; corresponding to x; and y;. And since
we have again here the single rule. So, the output is going to remain the same. So, the
weighted average even if we take here is going to be 3.5747. So, this is equal to z; now

the third case is multiple rules with multiple antecedent.
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Multiple Rules with Multiple Antecedents
w»wlrﬂ
Wle 1: 1F x s A,(AND)y is By THEN z = 2, = p} + plx + ply

Bdle 2: IF x is A, AND y is B, THEN z = 2z, = pg + p2x + ply
Fact (Input): x = x; ANDy =y,

o » . Wy XZy+W X2,
Conclusion: z is z* = ———===
wytw;

Here, z; and z, are polynomial functions.

The value of z"is calculated by the weighted average and
wy, W, are the firing strengths of Rule 1 and Rule 2, respectively.

So, let us now take two rules under this case for simplicity rule number 1, rule number 2
and both the rules have 2 antecedents again for the simplicity and is the connective as |

have mentioned.

So, here the output also remains the same as we have seen in this the previous cases of
first order TSK fuzzy model the only difference that we have here is because we have 2
rules. So, we have differentiated we have a written z, and z, for the corresponding rules

as the outputs.



(Refer Slide Time: 45:30)

Multiple Rules with Multiple Antecedents
xisAy yis B, | min | 2= f{‘d) =h+hxtBY

V%
3 o ) kot : -
"; Y m F;\__ ‘{‘,:,O,Ltoﬁxlfofy ] '/E‘; j‘;’_),y) :f,"’f‘ hy
z : A ' . k Wy = min(0.93,0.78)
E ’ @y = 078>
i

252=014+05x6+02x82

= 4T )
xisAy| 7% \ufhﬂ (A = ‘]f\/ -g‘:"'?;’y‘:f,l‘."l"',}

o |y \ (2, =002+ 025+ 0y, |~
‘Z}v& -1 { A w, = min(0.99,0.13)
; ; , ! on é—-- :R"t [12 ];;:,

2= 002 +0.25 X 6 +0.1 8.2
[ [ (% = 2.3%)
(X, =6 |y =82 ———

WXz +wyXz; 078x 4744013 x2.34
witw, 078 +0.13

= 2'=43971

—

Now, let us use these two rules rule number 1 and rule number 2 to generate the outputs
corresponding to the inputs, crisp inputs supplied. So, let us apply the input x; and y;, x;
is equal to 6 y; is equal to 8.2 and let us see the corresponding outputs. So, corresponding
to rule number 1 the w, is the points of intersection corresponding to x, the first antecedent

first input.

So, we find here the wi and then we have here in rule number 1 the points of intersection
here for the second antecedent for y; is equal to 8.2 is wZ. Similarly when we use rule 2
we get this as this intersection point corresponding to x; is equal to 6 as w3 here for
corresponding to y; in rule number 2 for the second antecedent we get the point of

intersection as the membership value and which represents the w3,

Now, let us use rule number one output here. So, let me first write the z is of the form of
the output is of the form of x,y and then we have p, + p;x + p,y. And since the z; is
given for the first rule, z, is given for the second rule. So now, if we use the x; and y, this
IS x1, ¥;. S0, if we use x;, y; values which is the input set of inputs which is the input x;, y;
so then we get z;. So, we see that we get the z; here which is 4.74. So, when we use x; is

equal to 6 and y, is equal to 8.2 using the first rule output we get z; is equal to 4.74 here.

So, similarly now we use rule number 2 and find the z,. So, here on the same lines when
we use the input here. So, x; and y; we use as the input. So, z, for the same x;, y; we are

getting as the z, is equal to here 2.34 can see here and how do we get this we already have



z, = 0.02 4+ 0.25x; + 0.1y;. So, please understand here and that this z 1 is like this, so

z, is here z; = f1(x, ).

And this is of this form p} + pix + ply similarly our z, z, is of this form our z, is
f2(x,y) = p3 + p2x + p5y. So, here we have z;, z, and we also have w; and w, by taking
the min of the corresponding weights corresponding membership values. Now since we
have 2 rules here and corresponding to each rule we have its outputs.

Now, we take the weighted average of it to get the final output. So, final output we use
here the weighted we take the weighted average and this way we get z is equal to 4.3971.
So, this way if we have a TSK fuzzy model which has which is characterized by the set of
rules set of multiple rules with multiple antecedents then we will proceed with this kind
of.
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TSK Fuzzy Model: Example

The rule base of a first-order TSK fuzzy model is defined as:

o~ S—
- 9 \ Rulel:IFgis LOwORIr{‘sNIGN THEN the outgiit 2z = 10 + 0.2x + 0.3y = & ) /
) d i) i i

/ Rule 2: IF fLis LOW OR & 4 MEDIUM  THEN the output z = x + 2y =) 2,
) Rule 3: IF fLis MEDIUM ong.-,low THEN theoutput 2 = 2x + y =5 2,
| 7
—2 [ Ruled: 1F gris HIGH mfl{amucu THEN the output z = 0.1x + 0,03y =) 24
v J

The membership function of inputs A and B with the universe of discourse X and Y,
respectively are given as below

Hagow (%) = gaussmf(x;0,20) v Hiow(¥) = trapmf(y;0,0.3045) ¥
¢ Bapepan (6) = trimf(x;10,30,50) Moo (¥) = trapm (y; 3040,50,60) ,
P (X) = trapmf(x:3050,70,000)” g, (¥) = trapmf(y; 45,60 100,100) ,/

Calculate the output z through pictorial representation for inputs x = J00R y = 60.

(The universe of discourse of inputs X and ¥ are 0to 100 ¥x € X,y € ¥)

And then here let us take an example to understand the TSK fuzzy model better and this
example is basically a first order TSK fuzzy model and which is having four rules you see

here.

So, we have rule number 1 we have rule number 2, 3, 4. So, all the rules have the outputs
that are different. So, I can write here this is the z;, this is z,, this is z; this is giving us
74,2, Z3 and so on this giving us z,. So, when we have a TSK fuzzy model and this is

characterized by 4 rules and we see that each and every rule is coming under the category



of the first order TSK fuzzy model. So, and then we see that the fuzzy regions that are
mentioned here in the rule A, B they are basically having three fuzzy regions they are

having three fuzzy regions.

And all and each fuzzy regions are represented by the fuzzy sets which are represented

which are characterized by the membership functions ps, . tayepium Bamen @0 la, o

Is Gaussian, ta,, ., 1S YOUu know triangular, uy,, .. is trapezoidal.

Similarly, the input in the antecedent part is divided into three fuzzy regions and every
fuzzy region is defined by or represented by fuzzy set LOW, MEDIUM, HIGH and all

these fuzzy sets are characterized by the membership functions pg, . » Usyepium BBricH

and you can see the ug is trapezoidal, is trapezoidal, is also

MByEpIuM? BBLOW HByEDIUM

trapezoidal, ug,,,,, is also trapezoidal.

So, what is the what is that which we need to do is here we have to find the we have to
compute calculate the output for the inputs x is equal to 70 and please understand here the
connective that is mentioned here is OR. So, here also you see the connective instead of
AND we have OR. So, if we have this kind of situation we know what to do. So, we have

the inputs x is equal to 70 or y is 60.

(Refer Slide Time: 55:27)

So, let us now proceed with this. So, first of all what we do we plot all these membership

functions and these membership functions basically designate the fuzzy sets LOW,



MEDIUM, HIGH and similarly for the output as well. Now, both the inputs so first input
here and then second input here means the first input means first input variable for first
input generic variable, second input generic variable y here and both the inputs are now

plotted and we have the membership functions here.

And now, our task is to find the intersection points. So first of all corresponding to this
input the input that is given. So, our input that is given is x is equal to 70 or y is equal to
60. So, corresponding to x is equal to 60 when we plot this we see that here this x is equal

to 60 falls under two fuzzy regions.

First fuzzy region is the this one the HIGH region which is basically the HIGH fuzzy set
and the other one is this fuzzy region this is a Gaussian this is represented by Gaussian.
So, LOW fuzzy region is also coming into picture and LOW fuzzy region here is very less
because, this is represented by a Gaussian fuzzy set Gaussian fuzzy membership function.

So, there are two regions which are relevant for x is equal to 70 similarly.

Now, let us check for the y is equal to 60. So, for y is equal to 60 we see that only one
fuzzy region is relevant that is high. So, for y is equal to 60 we have only HIGH fuzzy set
which is relevant. So, we see that we have two points of intersection in the first antecedent,
that means the first input generic variable and the y is equal to 60, we have only one fuzzy
region which is relevant. So, 2 into 1 is going to give us 2 combinations what are those 2
combinations first is HIGH-HIGH, HIGH and then HIGH.

So, both the inputs basically. So, when the input is falling in the I am writing here as the
when x is falling in x is falling in HIGH and then y is falling in HIGH then what is going
to be the z the output. So, this we will get by inspecting the rules that are given to us the
fuzzy rules that are given to us, but here we have two combinations. So, another
combination is when x is falling in LOW and y is falling in HIGH because here only the

vy is falling only in high. So, now, for these 2 combinations only we need z.

So, let us check here we have 4 rules. So, first is the when the input is falling in the x is
falling in LOW this is basically x this is when the input is this is y, thisis y thisis x, x, y, y.
So, when x is LOW OR y is HIGH. So, this combination is this.
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The intersection of given input value x = 70
with input fuzzy regions of u,(x) will be:
P (X = 70) = 00022

A e OR | nputd | InputB Output 7
Papacn (X = 70) = 1

Given Rules

The intersection of given input value ¥ = 60

with input fuzzy regions of ug(y) will be:

Rule 1 ow HIGH 104 0.2x 4 03y /
Rule2 | ow | mEDium A
A

My = 60) = 1 Rule 3 | meoium ow

The combination of fuzzy rules obtained are: Ruled | icH HGH

Input A Input B Output 2
Low HIGH 10 + 0.2x + 0.3y
HIGH HIGH 0.1x + 003y

So, for this the output will be applicable is this z;. So, we can say the rule number 1, that
means the z; will apply and z, is defined by the 10 plus the output is equal to 10 + 0.2x +
0.3y similarly the other case HIGH HIGH.

So, when x is HIGH here the fourth ones. So, this is up this is relevant and this is a relevant
means rule number 1 and rule number 4 are relevant. So, HIGH-HIGH. So, output four
here will be mentioned. So, here we will write the z,. So, this way we see that no other
rule is applicable because we get only 2 combinations and this can be written like this as |
just explained. So, rule number 1 is applicable and rule number 4 is applicable out of all
the 4 rules given this is not applicable this is not applicable. Now take these 2 rules and

find the output of each rule corresponding the inputs that are being supplied.

So, and then whatever output that we get we take the weighted average of it and that is

going to be the final output. So, let us go ahead and do that.
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So, here as | have already mentioned that rule number 4 are rule number 1 and rule number
4 are applicable. So, let us take rule number 1. So, rule number 1 is already given if you
have any confusion you can refer here. So, rule number 1 is given x is LOW y is HIGH.
So, LOW we already know. So, LOW is here this fuzzy set is LOW for LOW.

So, we take this fuzzy set here LOW is for low. So, we have to plot it and then similarly
for HIGH we can see from there. So, HIGH is here in rule number 1 we have LOW and
HIGH combination in rule number 4 we have HIGH-HIGH combination. So, the
membership function are the fuzzy set for HIGH-HIGH we can obtain from here if you
have any doubt it is shown here the HIGH is here this is HIGH. So, this can be very easily

plotted. So, let us proceed with this. So, let us take rule number 1 and apply the input.



(Refer Slide Time: 63:00)

2=10+02x + 03y

/ wy = max(0.0022,1.0) = 1.0 v~ t'-,’.
. |'f
o Sheagk #
3 \ .z =10402x70+403x60 R feds - |
i .;,_.:._;} Ly 2

Rule 1

Tk‘*",} Wi b 2=01x+003y

& . J
/ ¥y [ wy=max(1.010)=10v"
\
\
Y

jv 7 =0.1x70+003x 60
i 79=88
2

Rule 4
.
: / )

N
N

So, we apply the input here x is equal to 70, y is equal to 60. So, corresponding to x is
equal to 60 we get here the intersection point let us call this as w{. Similarly corresponding
to y 60, y is equal to 60 for rule number 1, let us call this as w#, w?. So, wi is 0.0022, w?
is 1. And since here we have the connective OR that we have given that we have been

given. So, the we use instead of min we use max.

So, w; will be the maximum of wi and w? and which is coming out to be 1. So, now we
have the rule strength the firing we have the firing strength of the rule w; and similarly |
can write here the firing is strength of the rule 1, alright so and z is already given. So, by
just substituting the value of x and y we get z; here. So, z, is 42 if we substitute the value
of x and y. So, this is z; and similarly when it comes to the rule number 4 we find here

the point of intersection as w2 and here w2.

And here also we take max of these 2. So, both of these are 1, 1. So, we take max and max
is again going to be 1 and this is the output which is z,. So, z, by just substituting this we
are going to get here the these is z, and when we substitute the values of x and y here we
are going to get z, is equal to 8.8. So, now, we have what we have w, we have w, we have
z, we have z,. Now we can very easily get the weighted average of these outputs

corresponding to the rule number 1 and rule number 4 see here.
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So, we have w; is equal to 1 you can see here and then w, is equal to 1, z; is equal to 42,
z, is equal to 8.8 and when we take the weighted average we are getting the weighted
average as 25.4. So, this means that corresponding to the input x is equal to 70 and y is
equal to 60 we are getting the overall output as 25.4 when we use the TSK fuzzy model

with multiple antecedent and multiple rules.
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TSK Fuzzy Model: Example
Lo needire

The rule base of a first-or 'SK fuzzy model is defined as
(" Rule 2:1F s lMAﬁD iSLOW  THEN the output z,= 0.002 4 02x + 0.02y
I‘ Rule 2: 1F{ is LOW AND 3 iSHIGH  THEN the output 2= 0.5x + 02y
[ Rule 3:1F7is MEDIUM AND 8 is LOW THEN the output z,= 0.7x + 0.9y v
[ Ruled:1F gLis HIGH AND Bis LOW  THEN the output £,= 05 + 04x +03y

Rule 5 1F £ s HIGH AND &11s MEOIUM THEN the output 2 = 0.5x + 0.5 =~
kkule 6: IF I s HIGH AND 35 HIGH  THEN the output 1‘— 09402x+09y ~

The membership function of inputs A and B with the universe of discourse X and Y,
respoctively are given as below:

( Hagow(X) = gaussmf(x;0,20) My ow (¥) = trapmf(y;0,0,30,45) |

Haseenmuw (¥) = trapmf(x; 10,20,40,50) Hipeoun () = trapmf(y: 30,40,50,60)
‘ Hagyon (%) = trapmf(x:30,50,70,100) Hingoy () = trapmf(y; 45,60 100,100)

Calculate the output z through pictorial representation for inputs x = 70 AND y = 60.

[The universe of discourse of inputs X and ¥ are Oto 100Vx E X,y EY).

So, this way we quickly get to know as to how we can manage to get the final output

corresponding to the inputs that are given for any TSK fuzzy model. So, let us take another



TSK fuzzy model which is having 6 rule here 6 rules we have. So, any fuzzy model which
is characterized by 6 fuzzy rules and we have the rule number 1 as x; is a we have first

rule as x is LOW y is LOW then the output is this let us say this is z;.

And then the second rule here is x is LOW y is HIGH then the z, is given by this
expression. Similarly x is MEDIUM, then y is LOW, and then this is zz means x is HIGH
and then y is LOW then the output here is for the first fourth rule is z,. Similarly rule
number 5 as x is HIGH y is MEDIUM then the output is zs. Rule number 6 has x is HIGH
y is HIGH then the output z4 is given by this expression, and the corresponding fuzzy
regions that are given for LOW, MEDIUM, HIGH for x input variable is given here and
similarly for the y input variable the corresponding LOW, MEDIUM, HIGH fuzzy regions

are characterized by these membership functions.

Now, then task is here to find the corresponding output to x is equal to, the input x is equal
to 70 and y is equal to 60. So, here the input remains the same, but interesting thing that
we see here is that the connective is AND instead of OR. So, here we have this connective.
So, if we have this kind of example, this kind of problem. So, in the previous one we saw
that we have had or as the connective here we have and so obviously we are going to take

composition as min.
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So, let us proceed with this we have already seen as to how we can get this plotted. So,

here also for x is equal to 70 we have two intersection points first is the for LOW and



second is for HIGH. Similarly the y for y is equal to 60 only one intersection points. So,

the combinations again will remain same as the previous example.
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Now, here we have to look for the applicable rules. So, since we have 6 rules that are given
for the fuzzy model for the TSK fuzzy model. So, we have only two combinations that is
LOW-HIGH, HIGH-HIGH. So, rule number 2 will apply and 6 will apply this rule will
not apply because the combination wise we LOW-LOW does not exist only LOW-HIGH

exist here.

So, the rule number three MEDIUM-LOW does not exist HIGH-LOW does not exist
HIGH-MEDIUM does not exist and HIGH-HIGH exists. How do we get this | have
already explained in the previous example, but I can do it again. So, we see that x is equal
to 70 cuts HIGH fuzzy region here HIGH fuzzy region here and then LOW fuzzy region

which is characterized by the membership Gaussian membership function.

So, x and y if we write and then z. So, x is cutting two fuzzy regions LOW and HIGH
and y is cutting only one fuzzy region here the HIGH for others it is 0. So, we can write
L-H and H-H. Because HIGH is for both the cases and this way we have to let look for the
corresponding z and this we can find by looking at the set of rules and we have here two
rules that are applicable and then with this we will proceed same as we have done in the

previous example.
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So now, we see that here we get when we take 2 rules. So, we have to take only 2 rules
other rules rest of the rules will just discard. So, because here rule number 2 and rule
number 6 are only applicable. So, we will start with rule number 2 rule number 2 is here.
Now we apply the input x is equal to 70. So, wi let us say similarly here this is w? for the

second antecedent y is equal to 60 and then corresponding output here is z,.

And this z, by just substituting the value of x and y we can have here this is coming out
to be 47 and now when it comes to w; will have min why min because here the connective
is AND. So, AND connective is used. So, that is why we are taking min here. So, if we
take min of the two values wi and w? we get 0.0022. So, we have here w; and z; now
similarly when we apply the rule 6 for the input x is equal to 70, y is equal to 60 we have

7, like this z, is equal to this is already given.

And when we use x and y the values of x and y we get z, here computed like the 68.9 and
the w, is here wl and w1 and w2. So, both are 1 here. So, even if we take min is going to

be the same. So, w, is the firing strength of the second rule which is 1.
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So, now we use these values here. So, w; wy, z; z,.

And then the weighted average is coming out to be 68.8519. So, this way here we can say
that the corresponding to x is equal to 70 and y is equal to 60 we are getting the output of
the TSK fuzzy model as 68.8519. So, | think we have understood now as to how we can
compute the outcomes of the TSK fuzzy model in various cases for various inputs and with
different kinds of sets of the rules and with this I would like to stop here.

Thank you very much.



