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Coding Theory In this lecture, we are
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going to describe how we can use error correcting codes for error detection and error
correction. So we will first describe what we mean by Syndrome and then we will show how

we will use this Syndrome to do error correction and error detection. So this lecture
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Lecture #3: Syndrome, error correction and error detection

is about Syndrome and error correction and error detection We will first talk about what is a

Syndrome and how we can use it for error detection. And then we will talk
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Linear Block Codes

Qutline of the lecture
@ Syndrome and error detection

@ Syndrome and error correction

about how the Syndrome can be used for error correction

Syndrome and error detection

@ Letv = (wy.vy,. - .V, 1) be a codeword from a binary (n.k) linear
block code with generator matrix G and parity check matrix H

So we know so far that if we have an n k linear block codes, so that means we have k

information
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bits and n coded bits and this n k linear blok code is completely described by a generator
matrix and a parity check matrix.
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@ Let v = (w.v;, -, Vs1) be a codeword from a binary (n,k) linear
block code with generator matrix G and parity check matrix H.

@ Assume v is transmitted over a BSC, then binary received sequence,

r=(m.n.,--" .fa-1) = wv+e (modulo-2)
= (w.v, - Va1) + (@@, - €01)
(w+eown+ea, - vay+ey)

where the binary vector @ = (&. €. -+ . €,_1) is the error pattern.

So let us assume that we have codeword which is encoded using a linear n k block encoder.

So we have an output of a encoder which is of coded bits of length n. Now we want to

transmit this
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codeword over a communication channel For simplicity let's consider a
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@ Letv = (v, vy, .Vn1) be a codeword from a binary (n.k) linear
block code with generator matrix G and panty check matrix H.

@ Assume v is transmitted over a BSC, then binary received sequence,

r=(m,n, " ,fa1) = v+e (modulo-2)
(v, v1,"" . Va1) + (.81, - .€aq)
= (w+eov+e, - Va1+en)

where the binary vector ¢ = (&, @, -- . &,-1) is the error pattern.

binary symmetric channel Again let's recall what is a binary symmetric channel. So in a
binary symmetric channel we have 2 inputs and 2 outputs, so binary inputs Os and 1, binary

output
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Syndrome and error detection

(vo,va, " . Vn1) be a codeword from a binary (n.k) linear

@ Letw
block code with generator matrix G and parity check matrix H.

@ Assume v is transmitted over a BSC, then binary received sequence, -
O .

r=(m.n, 1) v+e (modulo-2)
L )
(o, v, sva—1) + (@, @1, - s €01)
(Vh + &), V| + &, - ,Vp_] T+ & l)-

where the binary vector e = (&, &,--- ,8,-1) is the error pattern

0Os and 1 and with probability let's say 1 minus, probability

Fa rre=nas
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Syndrome and error detection

(vo,va, " . Vn1) be a codeword from a binary (n.k) linear

@ Letw
block code with generator matrix G and parity check matrix H.

@ Assume v is transmitted over a BSC, then binary received sequence,
0~ -—=0

r=(r,n, " ,fn1) v+e (modulo-2)
| L B
S Ao
(Vh + &,V + &, - V1 + &, l)-

where the binary vector e = (&, &,--- ,&,-1) is the error pattern

1 minus p, we receive the bits correctly and there is
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Syndrome and error detection

@ Let v = (w. vy, - . Vp_1) be a codeword from a binary (n.k) linear
block code with generator matrix G and parity check matrix H.

@ Assume v is transmitted over a BSC, then binary received sequenge,
0 ————

r=(m.An, ,fa1) v+e (modulo-2)
| [T 1
(Yo vie-  voo1) + (@, @1, - e 1)
(w+emwvi+e.--- vy +e_1)
where the binary vector e = (&g, @1,--- , &,-1) is the error pattern

a crossover probability of p that the bits get flipped So this is a binary symmetric

Syndrome and error detection

@ Let v = (wy, v, - , Vp_1) be a codeword from a binary (n.k) linear
block code with generator matrix G and parity check matrix H.

@ Assume v is transmitted over a BSC, then binary received sequenge,
0

r=(m.n. ", fa-1) v+e (modulo-2) :
[
(Yo vi,-  vo1) + (@, @1, e 1)
(m—mvl-ﬁ.---.vn1'én 1)-
where the binary vector e = (&, &,--- , &,-1) is the error pattern

channel Let's denote by r our received sequence, received codeword which we sent over this
binary symmetric channel. So the types of, as I said, the outputs of binary symmetric channel
is also 0 and 1, so we can describe the output of a binary symmetric channel r as our

transmitted codeword plus some
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@ Let v = (w,v, -, V,_1) be a codeword from a binary (n.k) linear
block code with generator matrix G and parity check matrix H.

@ Assume v is transmitted over a BSC, then binary received sequence,
o

r=(n,n,-,Mm1) = v+e (modulo-2)
(vo. 1.+ Va1) + (@0, 01, - ea 1
(w+e.v+e, - vy +eny)

where the binary vector @ = (&g, &1, -- - , e,_1) is the error pattern.

error vector So our transmitted codeword is an n-bit tuple. Similarly
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our error vector is also an n-bit.
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@ Letv = (wy, v, . Vp_1) be a codeword from a binary (n k) linear
block code with generator matrix G and parity check matrix H.

@ Assume v is transmitted over a BSC, then binary received sequenge,
[+]

r=(m.n.--.fa1) = v+e (modulo-2)
= = )
= (W Vam1) + (@, 8, €y
= (wtea.v+a, - Vo +e 1)
where the binary vector ¢ = (&, @, --- . e,-1) is the error pattern.

So we describe our error vector by e 0, e 1, e 2, e n minus 1 and whenever e i term is 1, that

means that particular bit was not received correctly.
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So we can write an output of a binary symmetric channel.
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Syndrome and error detection

@ Let v = (wy. vy, - .Vy_1) be a codeword from a binary (n.k) linear
block code with generator matrix G and parnity check matrix H

@ Assume v is transmitted over a BSC, then binary received sequenge,
[+]

r=(m.n.-:: .fa1) v+e (modulo-2)
el v | i=F 1
(w.vi,--r Vo) + (@, s 8a1)
(Vb t &V T8, Vp| T & 1)-
where the binary vector e = (&, &, --- , &,-1) is the error pattern

So the first bit that we would receive is basically
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Syndrome and error detection

@ Let v = (v, vy, -+ . ¥p_1) be a codeword from a binary (n,k) linear
block code with generator matrix G and parity check matrix H.

@ Assume v is transmitted over a BSC, then binary received sequenge,
[+

r=(m.n. " .Fa-1) v+e (modulo-2)
el o | i=F 1
(v Vo1) + (@, @0, 1)
(uh-ﬁjvl'f'[."'-vnl'en l)-
where the binary vector e = (&, 8,,--- , 8,-1) is the error pattern

v 0 plus e 0, v 1 plus, second
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Syndrome and error detection

. Vn—1) be a codeword from a binary (n.k) linear

@ Letv = (w.vp, -
block code with generator matrix G and parity check matrix H

@ Assume v is transmitted over a BSC, then binary received sequenge,
0

v +e (modulo-2)
. T | =, 1
(w.v,-- s va1) + (@, 8, ,801)

(w+evy+e, - vo)+ey)

-, 83-1) is the error pattern

r= (RN, ,fa1)

where the binary vector e = (&, &, --

bit will be v 1 plus e 1, similarly v 2 plus e 2 and last finally we will get v n minus 1
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Syndrome and error detection

. Vn_1) be a codeword from a binary (n.k) linear

@ Letv = (wy. vy, -~
block code with generator matrix G and parity check matrix H.

@ Assume v is transmitted over a BSC, then binary received sequenge,
[+

r=(n.n, - .f-1) v+e (modulo-2)
S — | [ |
(01, s Va1) + (@, @0, s €nt)
(hb-ﬁjvl't'[."'-vn LT & 1)-

where the binary vector e = (&, &,--- ,&,-1) is the error pattern

and e n minus 1 where this e 0, e 1, e 2, e n minus 1 is my error pattern. Now when does an

error
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@ Let v = (w,w, -, Vv, 1) be a codeword from a binary (n.k) linear
block code with generator matrix G and parity check matrix H.

@ Assume v is transmitted over a BSC, then binary received sequence,

r=(m.n,-"".f1) = v+e (modulo-2)
= (wv, o ve1) H(e, @, s en1)
(Vo + &.vy + &, Vo) + 8 1),

where the binary vector @ = (&g, &1, -+ , ,1) is the error pattern.
@ The “1's” in e represent transmission errors, i.e.,
- 1 r # Vi
» { 0 if p=w,

and ¢; = 1 indicates that the /* position in r has an error.

occur? If my received sequence is not same as my

(Refer Slide Time 03:53)

transmitted codeword, then there is an error. So the error is 1



(Refer Slide Time 03:58)

5.80 | smesmunLn ]l 1
“e e

@ Let v = (wy, v, - . Vp_1) be a codeword from a binary (n.k) linear
block code with generator matrix G and panty check matrix H.

@ Assume v is transmitted over 3 BSC, then binary received sequence,

r=(m.n..fh1) = vie (modulo-2)
= (w.v1," " Vo1) + (@, 80, .80 1)
(w+eav+e. - Va+eny)

where the binary vector e = (&, @, -- ,e,_1) is the error pattern.
@ The “1's” in e represent transmission errors. i.e.,

- 1 f n#w
8 {0ifr,=v,.

and ¢; = 1 indicates that the /™ position in r has an error.

only if my received bit is not same as my transmitted bit. If the received bit is same as my
transmitted bit, there is no error. That I will keep that bit e i as 0, Ok; now if a particular bit e

iis 1, what does it denote? It denotes that,

(Refer Slide Time 04:23)

that i’th bit is in error. Now when we are sending this codeword over a communication
channel, what are we interested in? We are interested to find out whether any error has
occurred. If any error has occurred, we are interested to find out the location where the error

has occurred so that we can correct those errors, Ok.
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Syndrome and error detection

@ Let v = (vp. v, - . Vn_1) be a codeword from a binary (n.k) linear
block code with generator matrix G and panty check matrix H

@ Assume v is transmitted over a BSC, then binary received sequence

r=(n.n.",fa1) v+e (modulo-2)
(vo.v1 - sva1) + (@1, €ay)
(w+amwv+e.-- vy +e )
where the binary vector e = (&, 8, --- , &,-1) is the error pattern

@ The "1's” in e represent transmission errors, i.e.,

. 1 f r,#y
. 0 if n=w,

and e; = 1 indicates that the /" position in r has an error

So first we are going to
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Syndrome and error detection

@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction)

show how we can detect error. So we
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Syndrome and error detection

@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction)

@ Error detection is achieved by computing the (n-k) tuple

s=(50.51. - .Sn—k_1) = rHT  (syndrome)

define a term which we call as Syndrome.

(Refer Slide Time 05:04)
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Syndrome and error detection

@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction)

@ Error detection is achieved by computing the (n-k) tuple

$=(5.51.""" :5n—k-1) rHT (syndrome)

What is a Syndrome? Syndrome is computed by computing this
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Syndrome and error detection

@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction)

@ Error detection is achieved by computing the (n-k) tuple

$=(5%.51.""" :50—k-1) rHT (syndrome)

r H transpose So r is basically 1 cross n vector. H is n minus k

(Refer Slide Time 05:18)

Syndrome and error detection

@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction)

@ Error detection is achieved by computing the (n-k) tuple
s$=(%0.5,""" 5—k-1) rHT (syndrome)

xn

cross n vector, so H transpose is n into n minus k
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Syndrome and error detection

@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction)

@ Error detection is achieved by computing the (n-k) tuple
$= (5.5, +Sn—k—1) =rHT (syndrome)

jxn Rin-k

matrix So this term r H transfer is known as Syndrome and this is, when this is non zero,

(Refer Slide Time 05:34)
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Syndrome and error detection

@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction)

@ Error detection is achieved by computing the (n-k) tuple
s= (.5, ,5%—k-1) rHT (syndrome)

@ ris a codeword if and only if s = rHT =0

it indicates there is an error. So r is a codeword if and only if the Syndrome is 0. So whenever
the Syndrome is 0, basically if the Syndrome is O, then r is a codeword if and only if

Syndrome is 0 and this is easy to check because we know
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that if v is a valid codeword, then v H transpose will be 0. So if there is no error, my received

sequence r would be just equal to v. And then the Syndrome would be
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@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction).
@ Error detection is achieved by computing the (n-k) tuple

$=(%.51.-- .5n—k-1) =rHT (syndrome)

@ ris a codeword if and only if s = rHT = 0.

v H transpose which is 0. And if Syndrome
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Syndrome and error detection

@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction).

@ Error detection is achieved by computing the (n-k) tuple
$=(5.5,""" :50—k-1) rHT (syndrome)

@ ris a codeword if and only if s = rHT = 0

@ If s # 0, ris not a codeword and transmission errors have been
detected

is not equal to 0, then it means there is an error. Now if the Syndrome is 0, does it always

mean that there is no error? No. There is a category
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@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction).

@ Error detection is achieved by computing the (n-k) tuple
s = (%,5,""" ,5—k-1) rHT (syndrome)

@ ris a codeword if and only if s = rHT =0

@ If s # 0, ris not a codeword and transmission errors have been
detected

@ If s= 0, r is a codeword and no errors are detected. If ris a
codeword other than the actual transmitted codeword, then an
undetected error occurs. This happens whenever the error pattern e
is a non-zero codeword

of error which we call as undetected error
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Now when does an undetected error happen? If your s
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@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction).

@ Error detection is achieved by computing the (n-k) tuple

s =(50.51.--" .5n—k—1) = rHT  (syndrome)

@ ris a codeword if and only if s = rHT = 0.

@ If s # 0, ris not a codeword and transmission errors have been
detected

@ If s= 0, r is a codeword and no errors are detected. If ris a
codeword other than the actual transmitted codeword, then an
undetected error occurs. This happens whenever the error pattern e
iS 2 non-zero codeword.

is 0 and your received sequence r is not the codeword that you transmitted but some other
codeword, let's say I transmitted a codeword, v 1 and my error e was such that that it

transformed it into another codeword v 2. So received sequence is v 2.
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@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction).

@ Error detection is achieved by computing the (n-k) tuple

$=(%0.5.""- .5n—4—1) = rH" (syndrome)

@ ris a codeword if and only if s = rHT = 0. v+e =%

@ If s # 0, ris not a codeword and transmission errors have been
detected.

@ If s= 0, r is a codeword and no errors are detected. If ris a
codeword other than the actual transmitted codeword, then an
undetected error occurs. This happens whenever the error pattern e
IS a non-zero codeword.

if I compute Syndrome because v 2 is a valid codeword then v H transpose will be 0. So an
undetected error happens when your error pattern is such that it transforms your one

codeword to
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another codeword And that's what we have written here.
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Syndrome and error detection

@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction).

@ Error detection is achieved by computing the (n-k) tuple

s=(50,51,""" +Sn—k-1) rHT (syndrome)

: £ : v+ € =
r is a codeword if and only if s = rHT = 0. ' %

@ Ifs # 0, ris not a codeword and transmission errors have been
detected

@ If s= 0. r is a codeword and no errors are detected. If ris a
codeword other than the actual transmitted codeword, then an
undetected error occurs. This happens whenever the error pattern e
IS a non-zero codeword

So if s is 0 and r is a codeword that means no errors are detected. However if r is a codeword
other than the actual codeword transmitted then an undetected error has happened. And this
happens when an error pattern is a non-zero codeword; because we have said a property of
linear block code that sum of 2 codewords is also a codeword. So for this scenario to happen,

this e has to be a
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@ After receiving r, the decoder must determine if r contains errors
(error detection), and locate the errors in r (error correction).

@ Error detection is achieved by computing the (n-k) tuple
5= (50,51,""" +Sn—k-1) rHT (syndrome

r is a codeword if and only if s = rHT = 0

If s # 0, ris not a codeword and transmission errors have b
detected

@ If s= 0, r is a codeword and no errors are detected. If ris a
codeword other than the actual transmitted codeword, then an
undetected error occurs. This happens whenever the error pattern e
IS a non-zero codeword.

valid non-zero codeword So as I said
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@ The syndrome s computed from the received vector r actually
depends only on the error pattern e, and not on the transmitted
code word v.

s=r-H =(v+e)H =v-H" +e-HT

we compute the Syndrome from the received sequence r, the interesting part is

(Refer Slide Time 08:32)

Syndrome depends only on the error pattern. It does not depend on what codeword was

transmitted. And this is easy to see.
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Syndrome and error detection

@ The syndrome s computed from the received vector r actually
depends only on the error pattern @, and not on the transmitted

code word v

s=r-H =(v+ie)H  =v-H" +e-HT

So Syndrome is r H transpose which we can write r is my transmitted codeword plus error
vector, this whole multiplied by H transpose. So this I can write as v H transpose and e H

transpose. Now what is v H transpose?

(Refer Slide Time 09:04)
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Syndrome and error detection

@ The syndrome s computed from the received vector r actually
depends only on the error pattern e, and not on the transmitted

code word v

s=r-H =(v+e)H  =v-H" +e-HT

v H transpose is 0, because v is a valid codeword.
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Then Syndrome is nothing but e H transpose.
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@ The syndrome s computed from the received vector r actually
depends only on the error pattern €, and not on the transmitted
code word v.

s=r H =(vieH =v-H  +e-HT
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Syndrome and error detection

@ The syndrome s computed from the received vector r actually
depends only on the error pattern e, and not on the transmitted
code word v

s=r-H =(v+teH =v-HT +e-HT

@ Since v-HT =0,
s=e-H'

So Syndrome does not depend on transmitted codeword. It only depends on the error pattern.
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Syndrome and error detection

Example 2.4: Consider a (7.4) linear code with parity-check matrix

1 001 011
0 10|/1 110
001|011 1
Let r=(0100001). The syndrome of r is

H_

s (s0.51. %) =r-HT
1 00
0 10
0 01
(0100001) 1 1 0 (111)#0
011
1 11
1 01

So I have an example here. For 7 4 linear block code whose parity check matrix is given by
this. Now let's say my received sequence is, received coded sequence is this. And I am

interested to find whether there is any error in this received sequence. So how do I do that?
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So first I will compute the Syndrome. So what is Syndrome
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Example 2.4: Consider a (7.4) linear code with parity-check matrix

1 001 011
H=|010f1110
0001|0111

Let r=(0100001). The syndrome of r is

(s0.51.%) =¢-H'

(0100001)- =(111)#0

[l - N - I -
(= = N -]
===

of ? This Syndrome is r H transpose, so 1 is this and H is given, so H transpose is basically 1

00010001, so this is my H transpose and when I multiply this, I multiply this by this,

multiply this by this, multiply this by this what I get is 1 1 1 which is not 0 that means there is

an error in my received sequence.



(Refer Slide Time 10:27)

B -
Farro=saas

Syndrome and error correction

@ The syndrome s computed from the received vector r actually

depends only on the error pattern €, and not on the transmitted
code word v

s=r-H =(vi+e)H" =e-H" (since vHT =0)

As I said the Syndrome only depends on the error pattern. It does not depend

(Refer Slide Time 10:32)
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Syndrome and error correction

@ The syndrome s computed from the received vector r actually

depends only on the error pattern e, and not on the transmitted
code word v

s=r-H =(vi+e)H" =e-H" (since vHT =0)

on transmitted codeword.
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Syndrome and error correction

@ The syndrome s computed from the received vector r actually
depends only on the error pattern e, and not on the transmitted

code word v
s=r-H =(vi+e)H" =e-H" (since vHT =0)
@ For error pattern e = {&.€).--- ,€,—1}. and H given by

H [Va—s PT
1 0 0 -« 0 Po.o P.o - Pe 1.0
010 0| poa P11 " Pr-11
0 01 0| po2 P12 Pi-12
0 00 1| Pon—k-1 Pra—k-1 Pik—-1.n—k-1

the syndrome equations can be rewritten as

$j =& + &_kPoj + Ca—is1Prj + -+ Ca1Pi-1 0<j<n-k

And if you have your parity check matrix in a systematic form then you can write your
Syndrome equations in terms of error patterns like this. So these are your basically n minus k

Syndrome equations.
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Syndrome and error correction

@ This is a set of n — k equations in n unknowns, &, &, -, &,

So to recap what we have said so far, we have said that for error detection we need to

compute the Syndrome.
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And if the Syndrome is non-zero that means an error has occurred. Now we will move into
error correction and we will talk about how we can use the Syndrome for error correction. So

as we saw basically from the Syndrome
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@ This is a set of n — k equations in n unknowns, &, &, - . &, ;.

equations
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Syndrome and error correction

@ The syndrome s computed from the received vector r actually
depends only on the error pattern e, and not on the transmitted
code word v

T T T T
s=r-H (v +e)H e-H' (since vH 0)
@ For error pattern e = {g. &, .€s-1}, and H given by
H O
1 00 --- 0| po P.o v+ Pa-10
010 0 po.y Py © Pr-11
001 0| po2 P12 Pi—1.2
0 00 1| pon—ik-1 Pra—i-1 Ph—1.p—k-1
the syndrome equations can be rewritten as
S =8+ & Py + Ca—isiPy + -t Cae1Pu-1 D<i<nm—-k

we had basically one cross n and h transpose was n cross n minus k. So we essentially had
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Syndrome and error correction

@ This is a set of n — k equations in n unknowns, ey, €, - , €1

n minus k Syndrome equations So we had total n minus k equations and how many unknowns

we have, we have n unknowns from location error at location 1 to error at location
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n. So we have n unknowns, e 0, e 1,
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@ This is a set of n — k equations in n unknowns, &, &, - -

e 2, e n minus 1 where as we have only
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n minus k equations So we have less equations, more unknowns.
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@ This is a set of n — k equations in n unknowns, &, &, - - . €, 1.

And what we need to do is we need to solve this set of
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Syndrome and error correction

@ This is a set of n — k equations in n unknowns, ey, &, -+ , €,1

@ The decoder must solve of these equations for the estimated error
pattern, & Estimated codeword is

¢=r+é&

equations to find out what these unknown quantities are Because to find out the error pattern,

we need to know what these e i's are,
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Syndrome and error correction

@ This is a set of n — k equations in n unknowns, e, e, - - - €1

@ The decoder must solve of these equations for the estimated error
pattern, & Estimated codeword is

vV=r+é

Ok. So we need to solve these set of n minus k equations to get back our corrected sequence.

And what would be our corrected sequence?
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Syndrome and error correction

@ This is a set of n — k equations in n unknowns, &y, &, -, &1

@ The decoder must solve of these equations for the estimated error
pattern, & Estimated codeword is

¢=r+é&

Estimated codeword would be nothing but r received sequence plus estimated error pattern.

So we need to, when we do error
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Syndrome and error correction

@ This is a set of n — k equations in n unknowns, e, &, - - - €1

@ The decoder must solve of these equations for the estimated error
pattern, & Estimated codeword is

v-r+é

correction, essentially what we are trying to do is
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we are trying to estimate what the error pattern is. So as we can see
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@ This is a set of n — k equations in n unknowns, &y, &, - . &,_1.

@ The decoder must solve of these equations for the estimated error
pattern, & Estimated codeword is

¢=r+é

@ There are 2* possible solutions to the syndrome equations and only
one solution represents the true error pattern.

from here, because we have n minus k equations and n unknowns, we have total 2 to the
power k solutions of these n minus k equations. So there are total 2 k solutions to these
equations and out of them there is only one which is the correct error pattern. Out of those 2 k

solutions there is only 1 error pattern
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@ This is a set of n — k equations in 7 unknowns, &, &, - - . €,_1.

@ The decoder must solve of these equations for the estimated error
pattern, & Estimated codeword is

b=r+é&

@ There are 2* possible solutions to the syndrome equations and only
one solution represents the true error pattern.

@ To minimize the probability of a decoding error, the the most

probable error pattern that satisfies the above equations is chosen as
the true error vector.

which is correct Now how do we choose
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the most likely error pattern from these 2 k solutions? How do we choose the most likely
pattern? That's basically what our objective is. So when we try to minimize probability of

error we want to choose
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@ This is a set of n — k equations in n unknowns, ey. &, --- ., €,1

@ The decoder must solve of these equations for the estimated error
pattern, & Estimated codeword is

G=r+é&
@ There are 2 possible solutions to the syndrome equations and only
one solution represents the true error pattern
@ To minimize the probability of a decoding error, the the most

probable error pattern that satisfies the above equations is chosen as
the true error vector

the most probable error pattern
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ction

@ This is a set of n — k equations in n unknowns, &y, &, -« ., 1

@ The decoder must solve of these equations for the estimated error
pattern, & Estimated codeword is

G=r+8&
@ There are 2* possible solutions to the syndrome equations and only

one solution represents the true error pattern

@ To minimize the probability of a decoding error, the the most
probable error pattern that satisfies the above equations is chosen as
the true error vector

We want to choose the most probable error pattern from those 2 k solutions of this set of

equations.
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And as we said, we did an exercise, you know,
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@ This is a set of n — k equations in 7 unknowns, &, &, - . &, 1.

@ The decoder must solve of these equations for the estimated error
pattern, & Estimated codeword is

¢=r+é&

@ There are 2* possible solutions to the syndrome equations and only
one solution represents the true error pattern.

@ To minimize the probability of a decoding error, the the most
probable error pattern that satisfies the above equations is chosen as
the true error vector.

@ Reaall for BSC, the maximum likelihood decoder choose ¥ as the
codeword % that minimizes Hamming weight of the error pattern e.

in previous lectures we have shown the decoding rule for maximum likelihood decoding rule

for a binary symmetric channel and we have shown that for maximum likelihood decoder we

will choose
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Syndrome and error correction

This is a set of n — k equations in 7 unknowns, ey, €, . €,
The decoder must solve of these equations for the estimated error
pattern, & Estimated codeword is

¢e=r+&

@ There are 2* possible solutions to the syndrome equations and only
one solution represents the true error pattern

@ To minimize the probability of a decading error, the the most
probable error pattern that satisfies the above equations is chosen as
the true error vector

@ Recall for BSC, the maximum likelihood decoder choose ¥ as the
codeword ¢ that minimizes Hamming weight of the error pattern e.

our estimated codeword as one that will minimize the Hamming distance between the
received codeword and the transmitted codeword. In other words it would minimize the

Hamming weight
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Syndrome and error correction

This is a set of n — k equations in n unknowns, ey, &, - . €,

The decoder must solve of these equations for the estimated error
pattern, & Estimated codeword is

vV=r+é

@ There are 2* possible solutions to the syndrome equations and only
one solution represents the true error pattern

@ To minimize the probability of a decoding error, the the most
probable error pattern that satishies the above equations is chosen as
the true error vector

@ Recall for BSC, the maximum likelihood decoder choose ¢ as the
codeword ¢ that minimizes Hamming weight of the error pattern e,

of the error pattern e So from the 2 k different solutions basically, the one which has the least
Hamming weight, that's the best solution for the maximum likelihood decoding rule for a

binary symmetric channel.

So let's take
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Syndrome and error correction

Example 3.1: Let

(=]

1 1 011
H 0 111
0 0111

Supposew = (100101 1) is transmitted and r=(1001001) is
received. Then the syndrome of r is

o = O

0
0
1

s=(s.51.5)=rH =(111)

Let e = (&, &, &2, &3, &, &5, &) be the error pattern.

an example now So we have a 7 4 code whose parity check matrix is given by this and our
transmitted codeword is this and received codeword is this. We can see that there is an error

in this location.
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Syndrome and error correction

Example 3.1: Let

H

o

1 0
0 0
0 1

o =0

1 011
1 11
0111

Suppose v = (100101 1)is transmitted andr= (1001 0@1) is
received. Then the syndrome of r is

s=(s%.5.%)=rH' =(111)

Let & = (&p. &, &2, &3, &4, &5, &5) be the error pattern

This was transmitted as 1 and this was received as 0, so there is an error in this location. Now

how do we find out
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Example 3.1: Let

Supposew = (100101 1) is transmitted and r = (1001 Oél) is
received. Then the syndrome of r is

s=(s.5.%)=rH =(111)

Let e = (e, &1, €2, €3, €, €5, €5) be the error pattern.

that there is an error and there is an error in this location? So first thing that we will do is we

will compute the Syndrome. When we will compute
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the Syndrome which is r H transpose what we get is a
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Syndrome and error correction

Example 3.1: Let

(= = ]

1 0/1 011
H 0 0/1 110 Porver
0 1|0 1 1 l
Supposew = (100101 1) is transmitted and r = (100 1 0@1) is
received. Then the syndrome of r is

s=(s.5.5%)=rH =(111)

Let e = (&. 2. &2, &, &, &, 85) be the error pattern

non-zero and since this is non-zero this means
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Example 3.1: Let

0
0
1

011
110 Brrer
1 1

.

Supposew = (100101 1) is transmitted and r = (100 1 0@1) is
received. Then the syndrome of r is

s=(s0.51.5%)=rH' =(111) =9

Let e = (&, &1, &2, &, &, &5, &) be the error pattern.

there is an error. Now next step is to find out where the error has occurred

. So in this case
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Syndrome and error correction

Since
s—eH’

we have the following 3 equations

1 gt+eg+es+eg
1 atatat+s
1 & ey tos ey

we can write the Syndrome in terms of error bits. So we have 3 equations and we have total 7

unknowns, right? And these equations are basically given by this. We have our
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Example 3.1: Let

1
H 0
0

= =]

1 011
1110 e
0111 |

Suppose v= (100101 1)is transmitted and r = (1001 0@1) is
received. Then the syndrome of r is

s=(0.5.9)=rH =(111) =9

Let e = (&p. &, &2, &3, &, &5, &) be the error pattern

H matrix given by this This is our error pattern, so when we compute
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Since
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s=eH'

we have the following 3 equations

1 @+t t+at+e
1 ata+ragat+es
1 &+ e+ 85+ o

e H transpose we get set of these 3 equations. And
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Syndrome and error correction

@ The solutions are
(0000010)
(1101010)
(0110110)
(to11110)
(1110000)
(0011000)
(L000100)
(0101100)

(1010011)
(0111011)
(1100111)
(0001111)
(0100001)
(1001001)
(0010101)
(1111101)

there are 16 solutions to this set of equations. This set of 3 equations where there are 7
unknowns; there are total 2 to power 4 different solutions. These are the 16 different solutions

and as we said, the maximum likelihood decoding rule
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for a binary symmetric channel will chose an error pattern that has minimum Hamming

weight so, which has minimum
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@ The solutions are:

(0000010)
(1101010)
(0110110)
(L011110)
(1110000)
(0011000)
(1000100)
(0101100)

(1010011)
(0111011)
(1100111)
(0oo01111)
(0100001)
(1001001)
(0010101)
(1111101)

number of 1s So you can see among these 16
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@ The solutions are:

0)
(1101010)
(0110110)
(lo11110)
(1110000)
(0011000)
(1000100)
(0101100)

(1010011)
(0111011)
(1100111)
(0001111)
(0100001)
(1001001)
(0o10101)
(1111101)

solutions the one that has minimum Hamming weight, minimum number of 1s is this. All

others have, this has four 1's, this has four 1's, this has five 1's, three 1's, two 1's, you can

check basically this one has the least number of 1's. So this
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error pattern has the least of Hamming weight. So this is out of
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Syndrome and error correction

@ The solutions are

10)
(1101010)
(0110110)
(1011110)
(1110000)
(0011000)
(1000100)
(0101100)

(1010011)
(0111011)
(1100111)
(0o01111)
(0100001)
(1001001)
(0o10101)
(1111101)

those 2 to the power 4 solutions, this is the most likely solution. And this we can verify also
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Syndrome and error correction

@ The solutions are

(0000010)
(1101010)
(0110110)
(1011110)
(1110000)
(0011000)
(1000100)
(0101100)

@ Note that the true error pattern,

e

r+v

(1010011)
(0111011)
(1100111)
(0001111)
(0100001)
(1001001)
(0010101)
(1111101)

(1001001)+(1001011)
= (0000010)

is one of the 16 possible solutions. It is also the most probable
solution

because we were given the received sequence and we knew what was the transmitted

sequence was error pattern indeed was this, which we found out from, by solving these set of
equations. So to recap then, now when we want to do error correction, what do we need to do,

we need to solve
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Syndrome and error correction

@ The solutions are

10) (1010011)
(1101010) (0111011)
(0110110) (1100111)
(l011110) (0001111)
(1110000) (0O100001)
(0011000) (1001001)
(1000100) (0010101)
(0101100) (1111101)

for
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Syndrome and error correction

Since
s=eH’

we have the following 3 equations

1 g+eg+es+ag
1 atatats
1 & ey +oes g

this Syndrome equations And there are n minus k equations
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but there will be n unknowns so this will have 2 k solutions and we will have to pick the most
probable solution from these set of 2 k solutions. The next lecture we are going to talk about

a general decoding algorithm for a linear block code, thank you.



