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Welcome to the course on Coding Theory. Today in this lecture we are going to describe what

we mean by generator matrix
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and parity check matrix So we will continue our discussion with introduction to linear block

codes.
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Lecture #2: Introduction to linear block codes, generator matrix
and parity check matrix

We will first describe what is a generator matrix and what is a parity check matrix and how

are they related. So as we described in the last class,
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an encoder for a linear block codes, what it does it takes a block of k-bits and maps it to the,

to n-bit. Now the matrix,
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@ An (nk) linear block code can be defined by a k x n generator

matrix.
Bo Bo.o 8o.1 &2 - 8o.n—1
| .44 Lo & &2 e £ia1
&= : = . ) f . y
Bi-1 Ex-10 EBk-11 Ek-12 " EBk-ln-1

|
we can use a k cross n matrix to define this mapping from k information bits to n coded bits
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and this matrix is basically our

(Refer Slide Time 01:12)

@ An (n.k) linear block code can be defined by a k x n generator
matrix.

Bo Bo.o 8o.1 &2 - 80.n—1
g1 &0 &1 fiz - B
G= : = ! : § ; i
Bi-1

Bk-1.0 Bk-11 Bk-12 " Bk-la-1

generator matrix for a, so for a n-k linear block code the mapping of k information bits to n-
coded bits is defined by this generator matrix G which is of rank k so if we denote

information bits by u
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Linear block codes

@ An (n.k) linear block code can be defined by a k x n generator

matrix. v
Bo Bo.0 80.1 8.2 Bo.a-1
B B0 811 812 £1.-1
G :
Bi-1 Bik-10 Bk-11 Ek-12 Bk—~1.n-1

and we denote our coded bits by v,
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Linear block codes

@ An (n.k) linear block code can be defined by a k x n generator

matrix. v v
Bo Bo.o 8o Bo.z B0.n-1
G g1 El.u £i11 Bz - £1.n-1
Bi-1 Bk-10 Bk-11 B&k-12 - Bk~1.n-1

then we can write v as u times g
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Linear block codes

@ An (n.k) linear block code can be defined by a k x n generator

matrix V= UG
Bo Bo.o 8o Bo.2 80.n—1
G Fl &10 811 812 e £1.a-1
Bi-1 k-10 Bk-11 Ek-12 &k—1.n-1

where our u is 1 cross k vector and this is,

(Refer Slide Time 01:50)

S
Farresmnc-cal sssssseEsl @

@ An (n.k) linear block code can be defined by a k x n generator

t =
matrix. "4 \&C‘;‘
Bo Bo.0 80.1 8.2 Bo.a-1
E B0 811 812 e £1.a-1
G L g .
Bi-1 Bik-10 Bk-11 Ek-12 Bk—-1,n-1

generator matrix is k cross n matrix and our output
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Linear block codes

@ An (n.k) linear block code can be defined by a k x n generator

tris =
matrix i \H(Gﬁ.ﬂn
Bo Bo.o 80.1 8.2 Bo.a-1
B g0 811 812 o B1.a-1
G
Bi-1 Bik-10 Bk-11 Ek-12 Bk—-1,n-1

coded bit is 1 cross n vector.
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Linear block codes

@ An (n.k) linear block code can be defined by a k x n generator

tris —
G Y,m \&Gm.n
Bo Bo.0 80.1 8.2 8 Bo.a—1
E Bi0 811 £12 i B1.-1
G
Bi-1 Bik-10 Bk-11 Ek-12 Bk—1,n-1

So as a name suggests, basically generator matrix is used to generate our codeword. So we
generate our codewords using this generator matrix and this generator matrix gives the
mapping between the information bits u to coded bits v. So how do we find codewords? We
find codewords by taking linear combinations of rows of this generator matrix. In case of
binary codes so then these entries in the generator matrix are either 0 or 1 depending upon

which bits are used to generate a particular coded sequence. So we form
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a set of 2 k codewords by taking linear combinations
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@ An (n.k) linear block code can be defined by a k x n generator

matrix.

80.1 8.2 80.n-1
8’1 0 £1.1 £12 e &1.n-1
I.t 1 xn 1.0 S'n L1 Bk-12 " Bk-la-1
@ The set of 2* binary codewords is formed by taking the linear
combinations of the rows of G

of rows of these generator matrix
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@ An (n.k) linear block code can be defined by a k x n generator |

matrix.
B Boo 80.1 80.2 bz 80.n—1
| 41 BLo &1 §&iz - Hia1
G= ; = : : : : ;
Bi-1 Bk-10 Bk-11 Bk-12 " Bk-la-1

@ The set of 2* binary codewords is formed by taking the linear
combinations of the rows of G.

@ For the binary information sequence u= (up.ty.--- . Ug—1), the
corresponding binary codeword sequence is given by

v=uG=uggo+ thg1 + -+ Uk_18s1 (modulo-2)

So we can, as I said, we can write our coded sequence as q times p which is basically linear
combination of rows of the generator matrix. So these are basically linearly independent k

rows and the rank of this generator matrix is k. Since we are without loss of generality, since
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we are talking about binary linear block codes, so we will be doing this addition
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Linear block codes

@ An (n.k) linear block code can be defined by a k x n generator
matrix
Bo Bo.o 8o.1 802 80.n-1
G E B10 {8} iz - &1.0-1
By Bi-10 Bi-11 Ex-12 Bk -1.n-1

@ The set of 2° binary codewords is formed by taking the linear
combinations of the rows of G

@ For the binary information sequence u= (up.uy.--- . Ug 1), the
corresponding binary codeword sequence is given by

v=uG=ugo+ g+ -+ ti1fi1 (modulo-2)

modulus 2 So what are the
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Linear block codes

@ The sum of any two codewords in a linear code is also a codeword,
i.e., if vi and v are codewords, then vy + vz is a codeword

properties of linear block code? Sum of any two codewords in a linear code is also a valid

codeword. So if v 1 and
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v 2 are valid codewords then v 1 lus v 2 will also be a valid codeword
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@ The sum of any two codewords in a linear code is also a codeword,
i.e., if v; and vz are codewords, then vy + vz is a codeword.
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Linear block codes

@ The sum of any two codewords in a linear code is also a codeword,
i.e., if v; and vy are codewords, then vy + v3 is a codeword

@ The all zero vector 0= (0, 0, -- -, 0) is a codeword in every linear
code

Also, an all zero codeword is a valid codeword in any linear block codes.
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Linear block codes

@ The sum of any two codewords in a linear code is also a codeword,
i.e., if v; and v are codewords, then vy + v3 is a codeword

@ The all zero vector 0= (0, 0, ---, 0) is a codeword in every linear
code

@ An (n. k) linear block code is a k-dimensional subspace of the vector
space V, of all binary n-tuples

So we can define a linear block code, n k linear block code as k dimensional space of vector
space v n of all binary n-tuples; so we can define a linear binary block codes as a k

dimensional subspace of vector space v n of all binary n tuples.
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Linear block codes

Example 2.1: Let k = 3 and n = 6. The table gives a (6,3) linear block
code

Message Codewords
(g tn.u2)  (vo. vy, va, Vs, vs. ¥5)
(000) (000000)
(100) (011100)
(010) (101010)
(110) (110110)
(001) (110001)
(101) (101101)
(011) (011011)
(111) (000111)

Now let us take an example to illustrate what is a generator matrix. So in this example, we

have considered 3
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Example 2.1: Let kK = 3 and n = 6. The table gives a (6. 3) linear block
code

Message Codewords
(ug. th. ) (v, vy, vo. vy, v, v5)
(000) (000000)
(100) (011100)
(010) (101010)
(110) (110110)
(0o1) (110001)
(101) (101101)
(011) (011011)
(111) (000111)

information bits and 6 coded bits. And in this table I have given you the set of 8 information
sequences and their corresponding codewords. So how do we find the generator matrix in this
case? So we will have to look at each of this code bits and see how are we generating these

code bits in terms of
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message bits u 0, u 1 and u 2. So first thing we are going to do is
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Example 2.1: Let k = 3 and n = 6. The table gives a (6,3) linear block

code.
Message Codewords
(., 2)  (vo. 1. va. va, va. vs5)
(000) (000000)
(100) (011100)
(010) (1to1010)
(110) (110110)
(001) (110001)
(101) (101101)
(011) (011011)
(111) (000111)

look at each of these code bits, v0, v1, v2,v3,v4, v5and write them in terms of u 0, u 1,

u 2, Ok. So let’s look at each of these. So v 0 is u 1 plus u 2, we can see easily v 0 is this

column and we can see this is same as u 1 plus u 2. So u 1 plus u 2 in this case is 0, u 1 plus u

2is0, 1 plus 0is 1, 1 plus 0 plus 1is 1, 1 plus 1 is 0 modular 2 and 1 plus 1 is 0 modular 2.

So this v 0 is basically given by
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Example 2.1 (contd.): We can write the coded bits in terms of
information bits as follows

Vo i +
¥1 g + uz
V2 Ug + Uy
vi 1]
Va i
Vs uz

g0 S g2 3 Ha s
o vi v v va w]=[g n ]| S10 K11 K2 B3 Kia £is
20 82 822 823 Ba 2.5

u 1 plus u 2 Similarly we can see v 1 is given by u 0 plus u 2 and v 2 is given by u 0 plus u 1.

So let's just
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Example 2.1: Let kK = 3 and n = 6. The table gives a (6. 3) linear block
code

Message Codewords
(ug. ty 1_.1;-] (v, vi. v, v, vy Vs)
(000) (000000)
(100) (011100)
(010) (101010)
(110) (110110)
(0o01) (110001)
(101) (101101)
(011) (011011)
(111) (000111)

check, let's say v 2. v 2 you can see, is given by, v 2 is
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Example 2.1 (contd.): We can write the coded bits in terms of
information bits as follows

o = th [77]
¥1 ug + uz
v2 Up + Wy
vy Ug
Va i
L] uz

g0 S L2 3 goa s
o vi v vy viu wl=[ug 1y ]| Z10 B11 K2 B3 Bia Bis
S0 8221 2 823 B4 L25

given by u 0 plus u 1 You can check v 2

(Refer Slide Time 06:36)
B .

“ T P340 (TTTTTTTEGN

Example 2.1: Let k = 3 and n = 6. The table gives a (6,3) linear block

—_ —

code

Message Codewords
(vg, vy, u2)  (vo. vy, va. vy, va, v5)
(000) (000000)
(100) (011100)
(010) (lo01010)
(110) (110110)
(001) (110001)
(101) (101101)
(011) (011011)
(111) (000111)

is given by, sou O plusu 1, 0 plus 0is 0, 1 plus 0is 1, 0 plus 1is 1, 1 plus 1 is 0, 0 plus 0 is 0,
1plus0is 1,0 plus 1is 1, and 1 plus 1 is 0. Similarly
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Example 2.1 (contd.): We can write the coded bits in terms of
information bits as follows

Ww = WL+
¥1 g + Uz
v o + th
Vi Ug
Va in
vy uz

g0 S g2 3 Ha s
o v v vu va w|]=[ug n w] | S10 K11 K2 B3 Kia fis
820 21 822 B23 B2a 2.5

we notice that v 3, v 4, v 5 are nothing but information bits u 0, u 1 and u 2 respectively. So

let's go back.

(Refer Slide Time 07:10)

g LY
Farromns

ciF-sBan

Example 2.1: Let kK = 3 and n = 6. The table gives a (6. 3) linear block
code

Message Codewords
(ug. iy, 5)  (vp.vy. v v, Vg v)
(000) (000000)
(100) (011100)
(010) (101010)
(110) (110110)
(001) (110001)
(101) (101101)
(011) (011011)
(111) (000111)

v 3 is this column and we can see this is same asu0.01010 10 1, similarly v 4 is equal to

uland v 5 is same as u 2. So now
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Linear block codes

Example 2.1 (contd.): We can write the coded bits in terms of
information bits as follows

Vo ih u
¥1 ug + Uz
V2 ug + Wy
vy Ug
Va i
v s

g0 S L2 3 Ho.a s
o vy v i vy wl=[w vy ]| 10 &1 K2 B3 Ka &is
20 822 822 823 824 825

we have written our coded bits in terms of our information bits. This set of 6 equations I can
write it in a matrix form. So I can write my coded bits in terms of information bits and this
matrix G which is our generator matrix will tell us how are we generating each of these coded
bits as a linear combination of these information bits. So if we compare each equation, let’s
look at v 0. So whatisv0? vOisu0OgOOplusulg1lO0plusu?2g20 and what do we see
here? v 0 is u 1 plus u 2. So that means g 0 0 is 0 because there is no u 0 term here. g 1 0 is 1
because there is a u 1 term here and g 2 0 is 1 because there is a u 2 term here. So this will be
01 1. Similarly lookatv1.v1isuOg01plusulg11plusu2g?21.And if we compare it
with v 1 here we see v 1 is u 0 plus u 2 that means this g 0 1 should be 1, g 1 1 should be 0,

and this should be 1. Likewise we build up the other columns of the matrix. So if we do that
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Linear block codes

A generator matrix for this code is

011100
1 01010
110001

The codeword for the messageu=(101) is

Bo
2
g_.

G

v u G
1-(011100)+0-(101010)+1-(110001)
(011100)+(000000)+(110001)
(101101)




what we get is something like this. We can verify basically. Let's take second last column,
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Example 2.1 (contd.): We can write the coded bits in terms of
information bits as follows

Vo in [75]
¥1 ug + uz
V2 g + Wy
vy g
Va i
v L

gm0 Ho1l £2 3 La S5
o v v vu va w|]=[ug n ] | Z10) Br1o 12 B3 £a s
0| 821 £22 23 a4 825

second last column so what is v4. v4isu 0 times g 0 4 plus u 1 times g 1 4 plus u 2 times g
2 4 and what is v 4, v 4 is u 1 so then this should be 1 and this should be 0 and this should be

0 and this is what we have,
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A generator matrix for this code is

g 011100
G 2 101010
g 110001

The codeword for the messageu=(101) is

v u-G
1-:(011100)+0-(101010)+1-(110001)
(011100)+(000000)+(110001)
(101101)

0 1 0 So now we can basically find out
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the generator matrix; so linear block code is completely described by its generator matrix And
we said we can use the generator matrix to generate our codewords.
For example, if my information sequence is
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A generator matrix for this code is

g 011100
G=|ml=|r 01010
P 110001

The codeword for the messageu=(101) is

v = u-G
= 1-(011100)+0-(101010)+1-(110001)
= (011100)+(000000)+(110001)
- (101101)
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Linear block codes

A generator matrix for this code is

-4
G 41

The codeword for the messageu=(101) is

v u- G
1-(011100)+0-(101010)+1-(110001)
(011100)+(000000)+(110001)
(101101)

1 0 1, what should be my corresponding coded bits for the information sequence 1 0 1? How

do I find that? So as I know, my output codeword is basically u times G
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Linear block codes

A generator matrix for this code is

g 011100
G 2 101010
g 110001

The codeword for the messageu=(101) is

v u-G

. 1-:(011100)+0-(101010)+1-(110001)
(011100)+(000000)+(110001)
(101101)

so I will take linear combinations of rows of my generator matrix. What are the rows of my
generator matrix? These are the 3 rows of my generator matrix. So my coded bit
corresponding to this information sequence would be 1 times G 0 plus 0 times G 1 plus 1
times G 2. So that's what I have written here, 1 times G 0, 0 times G 1 plus 1 times G 2. So
this is basically 0. So what I have
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A generator matrix for this code is

& 011100
G 2 101010
% 110001

The codeword for the messageu=(101) is

v u- G

—_—

1-(011100)+0-(10+010)+1-(110001)
(011100)+(000000)+(110001)
(101101)

is then, this plus this right? So let's look at 0 plus 1 would be 1, 1 plus 1 would be 0, 1 plus 0

is 1, 1 plus 0 is 1, 0 plus 0 is 0 and O plus 1 is 1. So my codeword corresponding to this

information
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A generator matrix for this code is

G

The codeword for the messageu=(101) is

v’

v u- G

- 1-(011100]+0M0]Al-(llODOl)
(011100)+(000000)+(110001)
(101101)

message bits, this information bit is givenby 1011 0 1, Ok?
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@ An (n.k) linear block code is in systematic form. if its generator
matrix is in the following form:

G = [P:1)
Poo Po.a = Poa—hk-1 1 00 . 0
Pro Pra “t PLa—k-1 010 - 0
= P20 P21 “* Pra—k-1 001 - 0
Pr-10 Pe-11 "° Pe—1la-a-1 |0 0O O --- 1

Now what do we mean by a linear code in systematic form? Now if we are able to,
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among the coded bits if we are able to separate them out into, if the message bits appear
directly in the coded bit sequence then we can separate out the message bits from the parity

bits. For example, go back to this example.



(Refer Slide Time 12:22)

rFTE=EE = EEssmoen -

&

Example 2.1 (contd.): We can write the coded bits in terms of
information bits as follows

Ww = W+
¥l ug + uz
V2 Up + Wy
vi g
Va i
v5 w2

g0 g1l g2 3 fo.a S5
o i v» v vi w]=[ug n ]| g10| Br10 812 B3 Bis Bis
20| 821 £22 B3 s 825

What do we have here? We have 3 of these coded bits
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Example 2.1 (contd.): We can write the coded bits in terms of
information bits as follows

vo = T+
vi uw + w2
v2 lp + th
vi o]
vy in
v5 uz

g0 go1) 2 03 Lo.a S5
o vi v vu va w]=[ug 1 ) | B10) Br10 K12 B13 K4 s
20| 821 822 B3 B4 825

exactly same as information bits, and the other 3 bits,
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Example 2.1 (contd.): We can write the coded bits in terms of
information bits as follows

w = U:—wl

¥l ug + uz
V2 ug + Wy
vi g
Va i
v5 w2

o vi v vu va w]=[ug u:l[gnm, Br1g £12 B3 £ia Bis

gooo goal Loz Eo3 foa gnq}
20| 821 £22 B3 B4 825

parity bits are linear combination of this message bits. So from the output codeword we, we
can clearly separate out the information sequence which is in this case given by v 3, v4 and v

5. So in this case,v1iv2v3
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Example 2.1 (contd ): We can write the coded bits in terms of
information bits as follows

W = Wh+ip
\Vl ug + uz l
V2 g + Wy
¥3 tp
Vi i
vy uz

[vo vi v vy vy Vf.l luu uy ] [ 8101 Br10 812 B12 B1a B15

o0 goal Bo2 Bo3 Boa gnsJ
&0 821 822 B3 £Ba &5

are these n minus k parity bits
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and v3v4vb5are my
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Example 2.1 (contd.): We can write the coded bits in terms of
information bits as follows

i =
v, =
v =

If! =
Va =
w =

o v v v va w]=[ug 1y u)

o+
g +
o
[
u

m+m]

go,0 Boal Lo2 Bo3 Hos
8101 8110 B1.2 B13 K14
S20| 821 £22 B3 24

8os
815
825

|

information bits So in this particular example, we can see that
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that we are able to separate out information bits directly from the coded bits. So in a

systematic,
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A generator matrix for this code is

% 011100
G=|ml|=|101010]|
& 11000 1],

The codeword for the messageu =(101) is

‘/
u G
1-:(011100)+0-(104010)+1-(110001)

(011100)+(000000)+(110001)
(101101)

]
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@ An (n.k) linear block code is in systematic form. if its generator
matrix is in the following form:

G = [P:4)
Poo Po.1 < Poa—hk-1 100 - 0
Pio Pi1 t Pla—k=1 010 - 0
= =] P21 e Ba—h—] 001 - 0
Pe-10 Prx-11 - Pr-1a-a—1 |0 0O 0O --- 1

a block code in a systematic form, we are able to separate out
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out the information bit part from the coded bits So a



(Refer Slide Time 13:28)

Fz rte=ns cil-+sResassssn & —

Linear block codes

@ An (n.k) linear block code is in systematic form, if its generator
matrix is in the following form

G [P: ]
Po.o Po.1 Poe—i—1 1 00 0
Pio Pra = PlLa-k-1 010 0
P20 P21 =t Pra—k-1 g 01 - 0
Pe-10 Pr-1.1 Pe-1n-4-1 |0 0 O 1

generator matrix for a linear block code in systematic form will be of the form like this or it

would be basically i times i k times some some,
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@ An (n.k) linear block code is in systematic form, if its generator
matrix is in the following form

i
G = [P L] [L:1']
Po.o Po.1 . Po.n—k—1 1 00 0
Pro P11 “tr Pla—k—1 1 0 0
P20 P21 “**  Pra-k-1 oo0o1 --- 0
Px-10 Px-11 Pi-1a-k-1 |0 0 O B

either of this form. Now why do we say that? So only when we have our, part of our
generator matrix of the form of identity, then what is going to happen? When we multiply our

information sequence



(Refer Slide Time 14:06)

with this sort of generator matrix you will see part of
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@ An (n.k) linear block code is in systematic form. if its generator
matrix is in the following form:

¢ - P [L:1']

Po.1 “*c Pos—i-1 1 0 - 0

Pio Pia t Pra—k-1 010 0

= P20 [:- 31 === P2 oa—h-1 0 01 0
Px-10 Pe-11 " Pu-1a-a-1 |0 0O O --- 1

my coded bits will just depend on one particular information bit sequence. So if I have write

down the corresponding equations for coded sequence
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@ An (n.k) linear block code is in systematic form, if its generator
matrix is in the following form:

G = [P:h)
Poo Poa “* Pon—k-1 100 - 0
Pro Pra 2t Pla—k-1 010 - 0
= Pro P21 *=c Py on—h=1 001 - 0
Px-10 Pe-11 - Pe-1a-a-1 |0 0 O --- 1

@ Every codeword consists of two parts: a message part and a parity
check part.

what you will see that some coded bits directly depend on the

(Refer Slide Time 14:31)

message bits and then rest are, which are parity bits are linear combination of these message
bits. So in a systematic form basically we can separate out the message part from the parity

bit part. So
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@ For systematic linear block code, the message part consists of the k
unaltered message bits, and the parity check part consists of n — k
parity check bits.

as I said, for a systematic linear block codes, the message part will consist of the k

information

(Refer Slide Time 14:59)

bits and the remaining n minus k bits which are the parity bits,
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Linear block codes

@ For systematic linear block code. the message part consists of the k
unaltered message bits, and the parity check part consists of n — k
parity check bits

basically they will be linear combination of these message bits. So we

(Refer Slide Time 15:11)
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@ For systematic linear block code. the message part consists of the k
unaltered message bits, and the parity check part consists of n — k
parity check bits.

@ The encoding equations for a systematic code are given by (parity
check equations:)

Vi=tpf+unpj+ o Fte-1Pr-1, 05jSn-k-1

(message bits:)
Vo-k+i=0,0<i< k=1

can write down the encoding equations for these matrices, for these, for systematic code, so if

you look at
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@ For systematic linear block code, the message part consists of the k
unaltered message bits, and the parity check part consists of n — k
parnity check bits

what is our

(Refer Slide Time 15:21)
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Linear block codes

@ An (n.k) linear block code is in systematic form, if its generator
matrix is in the following form

G [P: K]
Po.o Po.a Po.n—k—1 1 00 0
P1.o P11 P1a-k—1 010 0
- P20 P21 P2.n—k-1 0 01 0
Pk-10 Pi-11 Pi-1a-k-1 |0 0 O 1

@ Every codeword consists of two parts: a message part and a parity
check part

encoding equation? Our v is u times G where G is of form like this, Ok? So if we write u

which is basically u 0, u 1 to u k minus 1 times this G matrix, what we will get is
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@ For systematic linear block code. the message part consists of the &
unaltered message bits, and the parity check part consists of n — k
parnty check bits

a form

(Refer Slide Time 15:47)
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@ For systematic linear block code. the message part consists of the k
unaltered message bits, and the parity check part consists of n — k
parity check bits

@ The encoding equations for a systematic code are given by (parity
check equations:)

Vi=tpf+unpi+ o te-1Pr-1. 05jSn-k-1

(message bits:)
Vo—kti=,0<i< k-1

like this. So you will have n minus k parity equations, parity check equations which are given

by this expression and then you will have remaining
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@ For systematic linear block code. the message part consists of the k
unaltered message bits. and the parity check part consists of n — k
parity check bits.

@ The encoding equations for a systematic code are given by (parity
check equations:)

vi = o+ prj+ - Fte-1pr-1j 0Sj<sn—k-1

(message bits:)

k unaltered message bits. So for a linear block code in a systematic form the encoding

equations will be of this form. And as

(Refer Slide Time 16:13)
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Linear block codes

@ For systematic linear block code, the message part consists of the k
unaltered message bits, and the parity check part consists of n — k
parity check bits.

@ The encoding equations for a systematic code are given by (parity
check equations:)
Vi =lgPoj+prj+ -+ Uk-1Pr-14 0<j<n—-k—1

message hits
g
Vokti =0,0< i<k 1

@ Each panty bit v;,0 < j < n— k — 1, is a (modulo-2) sum of certain
message bits.

as I said since we are restricting ourselves without any loss of generality
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to binary codewords, this addition is basically ne
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@ For systematic linear block code, the message part consists of the k
unaltered message bits. and the parity check part consists of n — k
parity check bits.

@ The encoding equations for a systematic code are given by (parity
check equations:)
v =tgpoj+ mprj+ -+ e—1Pa-1y. 0Sj<n—-k-1
(message bits:)
Vn *..ZU.'.O“_:I‘S.&—I

@ Each parity bit v;,0 < j < n— k — 1, is a (modulo-2) sum of certain
message bits.

modulo 2

So what we have seen so far is we can describe
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a linear block code by its generator matrix which is a k cross n matrix and we can use this
generator matrix to generate our set of codewords. Now there is another matrix which we call
parity check matrix which is related to our generator matrix, we will show, which can also be

used to completely describe a linear block code. So for a n k linear block code

(Refer Slide Time 17:03)

@ Linear (n k) block can also be specified by an (n-k) x n party check
matrix H.

can be specified by a n minus k cross n
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@ Linear (n k) block can also be specified by an (n-k) x n parity check
matrix H. O

parity check matrix which we denote by G, H, the generator matrix we denote by G and the

parity

(Refer Slide Time 17:17)

check matrix we denote by H. Now this parity check
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Linear block codes

@ Linear (n.k) block can also be specified by an (n-k) < n parity check
matrix H
@ Ifv=(w. v, - .vy_1)is a binary n-tuple, then v is a codeword if
and only if
vH" = (0.0.--- ,0).

matrix has this property that if v is your valid codeword, if and only if v H transpose is going
to be 0. So if v is a valid codeword v H transpose will be 0. So let us see how we can derive

our parity check matrix from a

(Refer Slide Time 17:46)
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Linear block codes

@ Linear (n.k) block can also be specified by an (n-k) x n panty check
matrix H

@ Ifv=(w.v, -+ ,.vs—1) is a binary n-tuple, then v is a codeword if
and only if
vH' = (0.0,--- .0).

@ Example 2.3: Consider a (7.4) linear systematic code with generator
matrix

1101000
011(0 100
-~ 1 110010
1 010001

generator matrix and what's a relation of the generation matrix with the parity check matrix.
So we will take an example of a 7 4 systematic linear block code whose generator matrix is
given by this. So since this is a systematic code we can write it of the form p times this i k.

This generator matrix can be written of this form,
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@ Linear (n k) block can also be specified by an (n-k) x n parity check
matrix H.

@ Ifv=(w. v, - ,v,1) is a binary n-tuple, then v is a codeword if
and only if

vH" = (0,0.--- .0),

@ Example 2.3: Consider a (7.4) linear systematic code with generator
matrix

el =]

0
0
1
0

== -]

0
1
0
0

(=T
(===

Ok. Now from this generator equation we can write our coded bits

(Refer Slide Time 18:24)

in terms of our message bits So let's do that. So
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Linear block codes

@ The encoding equations can be written as

1 1 01000
0110100
IVBVIV"..VJVIV‘SVbI |U0U1 U:UJ] 1110010
1 010001

the encoding equation; this was our generator matrix G,

(Refer Slide Time 18:35)
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Linear block codes

@ The encoding equations can be written as

11 01000
0110100
[vo vi v2 va v w5 wg| = [ 1y w2 153] 11100010
1 010001

this is
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Linear block codes

@ The encoding equations can be written as G‘
1101000
enwswsil=isnnsg]®? 22200
ViV vevs v g Uy Uz s 1110010
1 010001

our information bits message
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Fa rre=mas

Linear block codes

@ The encoding equations can be written as G‘
1101000
( J iy ] 0110100
Vo V1 V2 V3 Ve VS Vg up iy Uz U3y 1110010
U 1010001

bits u and this is our coded bits v. So we can write v
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@ The encoding equations can be written as G‘
1101000
Menuswswl=hnes|? Y2200
V01.VJA;<> botrzt3l 1 1 1 1 001 0
U 1010001

—

as u times G So it’s a 7 4 code. So there are 4 information bits. I denote them by uOulu2u
3. And there are 7 coded bits. I denote them by v 0 v 1 v 2 to v 6. And this generator matrix I

have already given you this. So I can write down the encoding equations. We do that.
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Linear block codes

@ The encoding equations can be written as
1

O
R =
(= -~
(=N =R =]
o000
- 000
—

0
lvo vivavavgvg Vbl IUD uy Uz UJ] 1
1

@ We can write this as

Vo p+in+in
vi W+ +uw
%] h +ih+iK
vy g
Vy y
V5 uz
v u

You can see from this what is v 0. It is u 0 plus u 2 plus u 3. There is a typing mistake here.
This should have been u 2. So v 0 is u 0 times 1 plus O times u 1 plus 1 times u 2 plus 1 times
u 3. So this v 0 is given by u 0 plus u 2 plus u 3. Similarly what is v 1? v 1 is given by u 0
plusulplusu?2.v2isgivenbyul,u0into0,ulinto 1, u2 plusu 2 into 1 plus u 3 into 1.
So v 2 is given by u 1 plus u 2 plus u 3. So that's what I have here. What is v 3? v 3 is given
by u 0 into 1 and rest are all Os So v 3 is nothing but u 0. Similarly v4isul,v5isu2and v

6isu 3.
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So I now have set of 7 coded bits and this shows the relation between the coded bits and

information bits. Now we are, since we are restricting ourselves to binary codes we can
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@ The encoding equations can be written as
1101000
0110100
uvwwnuwwl =lwunwewnl| ;| 1 001 0
1010001
@ We can wnite this as
w = Utipt+in
w = wHint+wm
v = m+imtimn
v g
w = I
w =
w = n

even write this equation like this, v 0 plus u 0 plus u 2 plus u 3 is equal to 0, correct?
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Linear block codes

@ The encoding equations can be written as

1 101000
enuwunnl=livnan)]? 121060
Vp VI V2 V3 Ve Vs v wl"lllUDIO
1 010001
@ We can write this as
o p+mpt+in  VptlUy+Uy+Uy=0
v W+ + w2

v3 g
Vi 7
vy w
L uy

Because this v 0 v 1 is nothing but parity bit which is basically nothing but like 1 or 0. So we
add this to this. Modulo 2 sum will be 0. So this similarly we can write as v 1 plus u 0 plus u

1 plusu2equalto0
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Linear block codes

@ The encoding equations can be written as

1 1 01000
annnsnl=laang)|?2 22200
Vo V) V2 V3 Vg Vs Vg byl 1 1 1 0010
1 010001
@ We can write this as
w wt+mptm  VagtUy+Usy+ls=0
Vi ug + iy + V| 4+ Up +U +Uy =0
w Uy + U+ I
vy g
Va iy
v uz
v i

and this can be written as v 2 plus u 1 plus u 2 plus u 3 is equal to 0.
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@ The encoding equations can be written as

1101000
0110100
[vo vi va va va w5 wg] = [up iy w2 1) 1110010
1010001

@ We can write this as

w = W+l VptlUp+Uy+lz=0
i = Wt V4 Ug U +U =0
w = m+im+tin 4+ U+ UptbUa=0o
i = W
i = Uy
w = n
w = s

The next, what we would try to do is we would try to write these parity check equations in
terms of other coded bits. So we can see here, u 0 is nothing but v 3. So wherever u 0
appears, we can replace it by v 3. Similarly u 1 is equal to v 4. So wherever u 1 appears we
can replace it by v 4. u 2 is equal to v 5, so we can replace u 2 by v 5. And u 3 is equal to v 6.

We can replace u 3 in terms of v 6. By doing this, what we will get is set of

(Refer Slide Time 22:31)

equations which basically are dependent on these coded bits. If we do that, what we get
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Linear block codes

@ Equivalently, we can write the encoding equations as

w+rwu+w+w = 0
w+w+watw = 0
v+ Va+ v+ v 0

is something like this The first expression basically which was,
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Linear block codes

@ The encoding equations can be written as

1 1 01000
Menunnnnl=lsnun)]? 222200
Vo V] V2 V3 Ve VS Vg omwul|l 1 1 1 001 0
1 010001
@ We can write this as
vo U+t VptlUy+Uy+Uy=0
v w+int+m V4 g U+ =0
v uy + s+ 1y W4+ U + U tbUa=0o
vy g
vy iy
"3 sy
v i

v 0 plus u 0 the u 2 plus u 3 Now this can be re-written as v 0 plus whatisu 0,u0isv3,v3

plus whatisu 2, u2isv 5, v5plus whatisu 3, itis v 6. So
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Linear block codes

@ The encoding equations can be written as

1 1 010000
[ 1= ] 01 10100
Vo V] V2 V3 Ve Vs Vg up Uy Uz 1110010
1 010001
@ We can write this as
v Wyt VotlUyg+VUz+ly=0
v W+ + Vi 4 Up +U +Up, <0
Vv W+ s+ Iy 4+ U+ UptUa=0o
vy g
. = Va.\-\fa-]-\fs +V =0
v u
7 t

v 0 plus v 3 plus v 5 plus v 6 is 0, and that is what we have here.
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Linear block codes

@ Equivalently, we can write the encoding equations as

w+twu+w+w = 0
w+twututw 0
vwtwu+w+w = 0

v 0 plus v 3 plus v 5 plus v 6 is equal to 0. Similarly we can write
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Linear block codes
@ The encoding equations can be written as
1 101000
( 1= ] 0110100
Vp VI V2 V3 Ve Vs v ug iy U 3 1110010
1 010001
@ We can write this as
v o +im+in  VptlUy*Vy+Us=0
v w +un + w Vi 4 Up +U +Uy <0
v  + s+ 1y W4+ U +UptUa=0o
vy g
vy iy Va_‘_va_'.vs +v“ =0
v u
V5 uy

(Refer Slide Time 23:28)
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@ The encoding equations can be written as
1 1 01000
l = ] 0110100
Vp VI V2 V3 vy Vs v Ug iy Uy iy 11100010
1 010001
@ We can write this as
v W+t VagtUy+Uy+U3=0
vi g V4 Up U U =0
v Uy + s+ Ik G4+ & Uy dUqa=0
vy g
v :11 \;a_\.vsq-vs +\f‘ z0
v uz
v t

the other equations as well Here also we will replace u 0, u 1, u 2 by v 3, v 4, v 5 and what

we will get
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Linear block codes

@ Equivalently, we can write the encoding equations as

w+twu+wt+w = 0
w+twnu+twutw 0
vwtwu+wt+w = 0

is v 1 plus v 3 plus v 4 plus v 5 is equal to 0 and similarly the last parity check equation can

be written as v 2 plus, v 2 plus u 1 is
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Linear block codes
@ The encoding equations can be written as
1 1 01000
l 1= ] 0110100
Vo Vi V2 V3 Ve Vs Vg tothiatal | 1 1 1 001 0
1 010001
@ We can write this as
w u+mptm VagtUy+Usy+s=0
Vi wtu g V4 Up U U =0
v Uy + s + Ik Ly ¥ Uy dUqa=0
vy g
" " V,-\-VB'I'VS +V‘ =0
v w3
ve u

v4,u2isv5plusu3isv6. So that's what we have here. u 2, v 2 plus v 4 plus v 5 plus v 6 is

equal to 0. So now we have set of encode equations in terms of coded bits. Next,
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Linear block codes

@ Equivalently, we can write the encoding equations as

wtwvu+wt+w 0
w+wn+wu+w = 0
v+vatw+w 0
@ In matrix form,
1 00
010
0 01 0
[oviwwvvaww]| 1 1 0 0
011 0
1 11
1 01

the same thing we can write it in a matrix form. So I have my

(Refer Slide Time 24:18)
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@ Equivalently, we can write the encoding equations as

wtwvu+wt+w 0
w+wn+wu+w = 0
wtvat+tw+w 0
@ In matrix form,
1 00
010
0 01 0
IVDV1V:V1V4V':V&| 1 10 0
—_— 011 0
1 11
1 01

coded bits, v 0 to v 6 I have 3 sets of parity check equations, this, this and this. And the same

thing I can write it in a matrix form like this. Now you can see these are equivalent. So look,

let's look at first equation. This is v 0 plus v 3 plus v 5 plus v 6 is 0. You can see which are the

elements which are so v 0 times 1; this is v 3 times 1 plus v 5 times 1 plus v 6 times 1. So

that's what is defined in this equation. Similarly we can see this equation. This v 1 plus v 3

plus v 4 plus v 5 is equal to 0 and this last equation, this is v 2 plus v 4 plus v 5 plus v 6 is 0.

And what we did we say about parity check matrix?
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Linear block codes

@ The encoding equations can be written as

1 1 01000
[ =1 . ] 0110100
Vp V] V2 V) Ve Vs v Ug iy U7 iy 1110010
1 010001
@ We can write this as
w wt+um+wm  VptlUy*VUy+s=0
v W+ +w Vi 4 Up +U +Uy =0
v Uy + s+ Iy W4+ U + U tUa=0o
v3 ug
v [T V.-*V-_g.""’s +V‘ =0
vy i
Wiy iy

(Refer Slide Time 25:20)
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Linear block codes

@ The encoding equations can be written as G‘
1 1 01000
l = ] 0110100
Vo V) V2 V3 vy Vs Vg bumwull 1 1 1 001 0
U 1010001
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@ Linear (n k) block can also be specified by an (n-k) x n panty check
matrix H

@ fv=(w. v, - .vy_1) is a binary n-tuple, then v is a codeword if
and only if
vH” (0.0.---.0),

@ Example 2.3: Consider a (7.4) linear systematic code with generator

matrix
1 1 0/1 000
01 1/0 100
¢ 1 1 1/{0 010
1 0 1/{0 0 01
]:Ptn's

We said that if H is a parity check matrix it is
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@ Linear (n.k) block can also be specified by an (n-k) < n parity check
matrix H

@ Ifv=(w.v. - .vy_1)is a binary n-tuple, then v is a codeword if
and only if
vH” (0.0,---,0),

@ Example 2.3: Consider a (7.4) linear systematic code with generator

matrix
1 1 0(1 0 0O
01 1,01 00
st 1 110 010
1 010001
[P;LJ

n minus k cross matrix and it has this property that v H transpose is
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Linear block codes

@ Linear (n.k) block can also be specified by an (n-k) < n parity check

matrix H
@ Ifv=(w.v. - .v,_1)is a binary n-tuple, then v is a codeword if
and only if
vH' = (0.0,--- .0),
@ Example 2.3: Consider a (7.4) linear systematic code with generator
matrix
1 1 0/1 000
G 0 1 1|01 00
1 1 1(0 010
1 010001
IRALY!

0. So we have,
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Linear block codes

@ The encoding equations can be written as

1 1 01000
0110100
IV\JVIV"..VJVlV‘EVbI IUDUlU:UJI 1110010
1 010001

@ We can write this as

v Wyt  VotlUy+VUz+ly=0
v W+ + Vi 4+ Up +U +Uy <0
v W+ s+ 1y 4+ U +UpbUa=0o
V3 g

vy (1] Va_‘_v-a_'.vs +V“ =0
v t

v uy

we can write this as,
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@ Equivalently, we can write the encoding equations as

wtwvu+wt+w 0
w+wn+wu+w = 0
witvut+tw+w 0
@ In matrix form,
1 00
010
0 01 0
IVDV1V‘:V1V4V‘5V0| 110 0
_— 011 0
1 11
1 01

this is my v,
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@ Equivalently, we can write the encoding equations as

w+wv+w+w 0
w+wn+wu+w = 0
w+vitw+w 0
@ In matrix form,
1 00
010
0 01 0
|V0V1V:V1V4V':V&| 1 10 0
_—_— 011 0
1 11
1 01

this is my H transpose. v H transpose is
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@ Equivalently, we can write the encoding equations as

w+wvt+ v+ 0
w+wn+wu+w = 0
w+vat+tw+w 0
@ |n matrix form, T
h
1 00
010
v 0 01 0
IVDV1V:V1V4V‘5V&| 110 0
—_— 0] 0
1 1 1
1 01

0, so then what is my H matrix? H matrix is a transpose of this matrix, so this will be 1 0 0, 0
10,001,110,011,111and 10 1. This is my, so for the 7 4 code, 7 4 code this is

basically 3 cross 7. As I said, n minus k cross n matrix,
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@ Equivalently, we can write the encoding equations as
w+wv+w+w 0 ('T/‘f}
w+w+wu+w = 0
Vit e+ v+ v 0
(oo1?® : :
_ Res | avort 1o
@ In matrix form, HT X -
100 3%1
010
vV 0 01 0
Ivovlv;v;wvt,vbl 1 10 0
_— 011 0
111
1 01

this is my parity check matrix corresponding to this same code which is generated by
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Linear block codes

@ Equivalently, we can write the encoding equations as

w+twu+wt+w = 0
w+twnu+tvutw 0
vwtwu+wt+w = 0

(Refer Slide Time 26:29)
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@ The encoding equations can be written as

1 1 01000
[ = e 0110100
Vo Vi V2 V3 Vg Vs v ug Uy Uy i 11100010
1 010001
@ We can write this as
w wt+mptm  VaptUy+Usy+s=0
v w + 1y + Vi 4+ Up +U +Uy =0
v Uy + Uy + Il %+ Y + Uy dUq=0
vy g
- = V°+V3+V$— +\f‘ =0
v uz
v 5

this
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Linear block codes
@ The encoding equations can be written as G
1101000
( 1= I 0110100
VOVIV:VVJHV';% up Uy U Uy 1110010
v 1010001
———————
Another interesting
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Linear block codes

@ Linear (n k) block can also be specified by an (n-k) = n panty check

matrix H
@ Ifwv=(w.v, - .vy,_1)is a binary n-tuple, then v is a codeword if
and only if
vH' = (0.0.--- .0),
@ Example 2.3: Consider a (7.4) linear systematic code with generator
matrix
1 1 0/1 0000
c 01 1(0 100
"]1 1 1j0 010
1 0 1/{0 0 01
IRALY

property which you can generally see is, so v H transpose is 0; I can write this u times v H

transpose is equal to 0. In other words,
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@ Linear (n.k) block can also be specified by an (n-k) x n parity check
matrix H. -
@ Ifv=(w, v, - ,v1)is a binary n-tuple, then v is a codeword if
and only if T
vH' = (0.0.---.0), vGH =0
@ Example 2.3: Consider a (7.4) linear systematic code with generator
matrix
1 10|(1000
G- 0110100
|1 110010
1 010001
[pind
v H transpose is
(Refer Slide Time 26:47)

0, so what does that mean? The rows of G matrix and rows of H matrix are orthogonal to

each other.
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Linear block codes

@ Linear (n k) block can also be specified by an (n-k) = n party check

matrix H
@ lfv=(w.v. - .v, 1) is a binary n-tuple, then v is a codeword if
and only if -
vH™ = (0.0.--- .0). vGH =0
@ Example 2.3: Consider a (7.4) linear systematic code with generator
matrix
1 1 0(1 0000
01 1/0 100
C=|l111/001 0
1 0 1/]0 001
IRALY

So the H lies in
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@ The encoding equations can be written as G
1 101000
( 1= ] 0110100
Vo V] V2 V3 Ve V5 Vg othiztsl | v 1 1 001 0
U 1010001

the null space of G, so as we can see from this that generator matrix and parity check matrix

are related to each other.
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@ Equivalently, we can write the encoding equations as

w+wv+ w4+ 0 ('T:+}
w+wu+wu+w = 0
w+vit+tw+w 0

@ In matrix form,

T |
1“0 0 *7
010
vV 0 01 0
IVUV1V:V1V4V‘5V0| 1 10 {0}
—_— 011 0
111
1 01

And they have this property that rows of G matrix and H matrix are basically orthogonal to

each other. So if you have
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Linear block codes

@ For a systematic code with generator matrix G = [P : I;], the parity
check matrnix can be written as,

H - P
1 00 --- 0| poo P1o t Pa=10
01 ~=« 0] poa P11 st Pe=1,1
001 0| po2 P2 e P12
000 1| Poa—tk-1 Pra—k-1 *** Pr-la—k-1

a systematic code whose generator matrix can be written
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@ For a systematic code with generator matrix G = [P : I,], the parity
check matrix can be written as,

H s P
1 00 0| poo Pio r Ph=1,0
010 0| poa P e Paal)
0 01 0| po2 P12 e Pr-12
0 00 - 1|Powi-1 Pra—i-1 ** Pa—lak-1

in this form, because H lies in the null space of G, we can write down its corresponding H
matrix very easily. And this is basically given by, so if a generator matrix can be written of
the form P and identity matrix, we can write its parity check matrix as identity matrix and P

transpose.

So let's take an example
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Linear block codes

Example 2. 3: Consider a (7, 4) linear systematic code with generator
matnx

G -

- O

1 0|1 00 0
1 1(0100
1 1/0 010
(1 01 1

Then the parity-check matrix in systematic form is

1 00[/1 01 1]
H 0101110
00 1/01 11

of a generator matrix of a systematic code This is systematic code we can see, we can
separate out this generator matrix as some matrix P and some identity matrix. So this we can
write as, H matrix we can write as identity matrix and P transpose. So then this can be written

as110is110;011,011;111,111;010 so this is my H matrix
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Example 2.3: Consider a (7. 4) linear systematic code with generator
matrix

=

J
e D
el =]

0
1
0
0

©
(=N ==N

Then the parity-check matrix in systematic form is

0
0
1

(=N =1
[ = = ]

corresponding to this So whether you are given a generator matrix or a parity check matrix,
your linear block code is completely specified by either of them. And as I said, we use the

generator matrix to generate our code,
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set of codewords where as parity check matrix as the name suggests is used to check whether
the parity check constraints are satisfied. As we said basically parity check matrix has this

property that, if v is
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Example 2.3: Consider a (7. 4) linear systematic code with generator
matrix

1 1 0|1 000
G @ 1-1/01 00
111 1/{00 10
|1 0 1|00 0 1 |
Then the parity-check matrix in systematic form is
_ 2 1
vH =0

10
H=|01
00

a valid codeword, if and only if v H transpose is zero and we use this property in decoding, so

that's why you see the name parity check
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matrix because this matrix H is essentially used to, in some sense check whether the parity

check constraints of the code are satisfied or not Thank you.



