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Introduction to convolutional codes-1: Encoding
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So we will start with introduction of convolutional code and today we are going to discuss

how we can encode an information sequence using convolutional code. So
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Convolutional codes

Qutline of the lecture:
@ Introduction
@ Encoding for convolutional code

today's topic of discussion is encoding of convolutional code and we will take a very simple
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example of a rate 1 by n convolutional code As you know
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@ A convolutional encoder processes the information sequence
continuously.

a convolutional code processes information sequence in a continuous fashion. So information

bits come in and
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we can get continuous output from a convolutional encoder.
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@ A convolutional encoder processes the information sequence
continuously.

@ The n-bit encoder output at a particular time depends not only on
the k-bit information sequence, but also on m previous input blocks,
i.e., a convolutional encoder has a memaory order of m

We also know that the output of convolutional encoder depends
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not only on the current input but it also depends on the past inputs and past outputs depending

upon the memory of the convolutional encoder. And as we have seen
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@ A convolutional encoder processes the information sequence
continuously.

@ The n-bit encoder output at a particular time depends not only on
the k-bit information sequence, but also on m previous input blocks,
i.e., a convolutional encoder has a memory order of m.

we can realize the convolutional code using shift registers.
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Introduction

@ A convolutional encoder processes the information sequence
continuously

@ The n-bit encoder output at a particular time depends not only on
the k-bit information sequence, but also on m previous input blocks,
i.e., a convolutional encoder has a memory order of m

@ The set of sequences produced by a k-input, n-output encoder of
memory order m is called an (n, k. m) convolutional code

So we describe a convolutional code basically as an n k convolutional code with memory m.

Now as we
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@ A convolutional encoder processes the information sequence
continuously

@ The n-bit encoder output at a particular time depends not only on
the k-bit information sequence, but also on m previous input blocks,
i.e., a convolutional encoder has a memory order of m

@ The set of sequences produced by a k-input, n-output encoder of
memory order m is called an (n, k, m) convolutional code

@ The values of n and k are much smaller for convolutional codes
compared to the block codes.

have said before, as opposed to the block codes, typically the value of n
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and k for a convolutional code is much smaller, like k may be 1, 2, 3 and similarly n will be,

may be 2, 3, 4 like that.
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@ A convolutional encoder processes the information sequence
continuously

@ The n-bit encoder output at a particular time depends not only on
the k-bit information sequence, but also on m previous input blocks,
i.e., a convolutional encoder has a memory order of m.

@ The set of sequences produced by a k-input, n-output encoder of
memory order m is called an (n, k. m) convolutional code.

@ The values of n and k are much smaller for convolutional codes
compared to the block codes.
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Introduction

@ Let k = 1. n = 2 and m — 2. The following circuit generates a
(2. 1. 2) convolutional code

So this is one example of a memory 2 convolutional encoder. We can see this is our input, u
of 1 and output v of 11, and v of 1 2. Now note that the output v 1 1 and v 1 2 depends not only
on the current input but also depends on the past inputs as indicated by content here and
content here. And this is k equal to 1 because there is only one 1 input here. That's why k is 1.
There are 2 outputs this one and this one, so that’s why n is 2 and since the output depends on

2 memory elements, this and this, m is 2. So this is a 2 1 2 convolutional code. So as we

< Z[aRaas -:l O
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Introduction

@ Let k =1, n=2and m = 2. The following circuit generates a
(2.1, 2) convolutional code

@ lnput: w

said the input is u of 1 and output is v of 1 1 and
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Introduction

@ Let k =1, n =2 and m = 2. The following circuit generates a
(2.1, 2) convolutional code

@ Input:

@ Qutputs

(1)
vy U+ -2

(2)
vy U+ -+ -2

v of 1 2 and how is v of 1 1 and v of | 2 depend on the u | and the past values? This is given by
the interconnection. So we can see for v 1 1 it depends on input u 1 as given by this and it

depends on u | minus 2 as given by this link. So v 11 is given by
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@ Let k =1, n=2and m= 2. The following circuit generates a
(2,1, 2) convolutional code

@ lnput: w
@ Qutputs

ul and u 1 minus 2. So it depends on the current input and the input which was there two time
instances earlier. Similarly v1 1 2 depends on u | as given by this interconnection, u 1 minus 1

as given by this interconnection and u I minus 2 as given by this interconnection.
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@ Let k =1, n = 2 and m — 2. The following circuit generates a
(2.1, 2) convolutional code

@ Input:

@ Qutputs

(1)
v, U+ U—a

v Up+ U1 + g2

So this is our v 1 2. So these are two outputs and this is how they are related to the input. So
we can say that whether a particular input appears in the output, that is basically given by
these interconnections. These interconnections tell us whether that particular bit is taking part

in the output or not. So if
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Introduction

@ If 1; is the length of the i* shift register in a convolutional encoder
with k input sequences, i = 1.2.--- . k, then

m max L
1<i<k

we denote the mu i the length of the i th shift register in the convolutional encoder then we
define the memory order as the maximum of, maximum length of the shift register among the

k shift registers used to represent the convolutional encoder.
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Introduction

@ If u; is the length of the i* shift register in a convolutional encoder
with k input sequences, i = 1.2.--- . k, then

m max L
1<i<k

@ The parameter m is known as memory order of the code

And this parameter m is also known as memory order of the convolutional code. As we know

this ratio
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Introduction

@ If 1; is the length of the i* shift register in a convolutional encoder
with k input sequences, i = 1.2.--- . k, then

m max L
1<i<k

@ The parameter m is known as memory order of the code

@ The ratio K = k/n is known as the code rate

of information bits to coded bits k by n is known as code rate which we denote by capital R,
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@ If u; is the length of the i* shift register in a convolutional encoder
with k input sequences, i = 1.2.--- . k, then

m max L
1<i<k

@ The parameter m is known as memory order of the code
@ The ratio R = k/n is known as the code rate
@ The overall constraint length © of the encoder is defined as

=
v 2 v;

1<i<k

and the overall constraint length is defined as sum of length of all the k shift registers. That's

the overall constraint length.
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@ In this case, a single information sequence

u = (up, vy » U, )

is encoded into n output sequences.

(1) (L) (1) (1)
v (g =¥ ")
(2) (2) (2 (2)
v [ g LT T
(n) (m _(n) (n)
v 07 i )

Now we are going to show how we are going to encode
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a convolutional or information sequence using a rate 1 by n convolutional encoder. Since it is

a rate
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@ In this case, a single information sequence

w=(ug,tn, - .tp-"")
is encoded into n output sequences.
1 1
T R (7 Y L R L
2 (2) _(2) (2)
v = (. nY )
i = {vé”'.v}").--- .v,m.---)

1 by n convolutional code so k is 1 and number of coded bits is n. So there is 1 input coming
in and there are n outputs and the maximum length of 1 shift register used to represent this

rate 1 by n code is m. So this shift register has m
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memory elements. So let us take our
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@ In this case, a single information sequence

u = (ug,uy, -, up--)
is encoded into A output sequences.

1 1 1
vt (vé,].v}].---.v,“.---)

2 2) F3
w2 = (vf,’.v,( v,“]

a) _(a) (")
i = {v,{, I s W e )

input which we denote by u to be u 0, u 1, u 2, u I minus 1. Since it is a rate 1 by n
convolutional code so what we would get is corresponding to 1 input we are going to get n
outputs and we denote these n outputs by v 1, v 2, v 3, v n where each of these v i's can be

written like this. So the
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@ In this case, a single information sequence

w=(ug,ty, - Up--)

is encoded into n output sequences.

(1) (r (1) (1)

v VG 30 e Wy i)
(2) (2) _(2) (2)

v [ S - |
) (n) _(n) (n)

w'” g % e ¥ )

@ The n output sequences are interleaved to form a single code
sequence

1) (2 (n
v = (vo.v1. - .o ). where vy = (v! '.v: ) ¥ N

output at a particular instance then is, so corresponding to u 0 then what's the output? These

are the n bits
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Encoding of (n, 1. m) convolutional code

@ In this case, a single information sequence
u = (up. uy, » Uy )

is encoded into n output sequences.

v v,l” )
2 2

e VFI ) )

v\rl: fl"'b. ]

@ The n output sequences are interleaved to form a single code
sequence

v=(vg. v, ,vp-e- ), where v = (vl o .o )

output corresponding to this input u 0. Similarly corresponding to u 1, my output is this.
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@ In this case, a single information sequence

uw=(ug, ty, - ,uUp--)

is encoded into n output sequenc

1 1
VEH vfl] ) 'vil ). )
2 2 2
wld v )
n) (m) (n)
vl 5 .V )

@ The n output sequences are interleaved to form a single code
sequence

v=(vo.vr.c .o ). where vy = (vl WP oo )

Corresponding to u 1 my output is this n bit output
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@ In this case, a single information sequence
uw=(ug,ty, - ,Up-)

is encoded into n output sequenc

vl vy -+)
vl?) Vo --)
vl $ )

@ The n output sequences are interleaved to form a single code
sequence

1) (2 n
v = (vg,vy, - . ¥, ), where v (v,( '.v,‘ ) ... .v,[ J]

Ok. So I write the output by v 0, v 1, v 2, v | where this v | is an n bit vector. Now
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Encoding of (n, 1. m) convolutional code

@ The code is specified by a set of n generator sequences of length

m+ 1
2 &".8", - g8
o (&8 &n)
g” &".8". .2

how do we generate these n bit vector from this 1 input and if we just go back to our example

i cemwssssuss
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Encoding of (n, 1. m) convolutional code

@ In this case, a single information sequence

u = (up, .-ty -)

is encoded into n output sequences.

(1) (1 _(1) (1)
st (v 'vv vomevy o)
(2} {2) _(2) (2)
v (v s\ s ¥y )
o
(m) (m) _(n) (n)
v g s oy o)

that we had shown, look at this example, how did we generate



(Refer Slide Time 07:20)

e

a
Farre=nas

Introduction

@ Let k =1, n =2 and m = 2. The following circuit generates a
(2.1, 2) convolutional code

@ Input:

@ Qutputs

(1)
v, U+ Uz

(2)
Vi Uy + -1 + g2 .,_,/f

two coded bits corresponding to one information sequence. How did we generate these two
coded bits? These coded bits were generated by various combination of input and these past
inputs. And whether a particular bit appears in the output that is governed by these
interconnections, these interconnections. Whether there is a line connecting this part to the
output or not, that determines whether that particular bit, it participating in the output bit. So

what we can
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Introduction

@ If 1; is the length of the /* shift register in a convolutional encoder
with k input sequences, i = 1,2, .k, then
m= max v
<i<h

@ The parameter m is known as memory order of the code

conclude from here is basically we can
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Encoding of (n, 1, m) convolutional code

@ The code is specified by a set of n generator sequences of length

m+1
g 1) (&I:I.. !‘:l: .s:ﬂll}
g (&8 .8n)
g"” (&".&" - &m)

completely specify a code by this set of n generator sequence of length m plus 1 where each
of these generated sequence is basically of length m plus 1 and what are theseg01,g11,g1

2, g m 1? So you can see, so this superscript that you see, 1, 2, 3 and n; this corresponds
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Encoding of (n, 1, m) convolutional code

@ The code is specified by a set of n generator sequences of length
m+1,

T )

& 8" &)

&) = @ )

to each of the output sequence. So the first output sequence is specified by this generator
sequence g 1. The second output sequence is specified by this generator sequence g 2 and the
nth output sequence is specified by this output sequence g n. And what are these g i's. Now

note that the memory order of our convolutional encoder
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is m. So there are, so if let's say, just take an example
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@ The code is specified by a set of n generator sequences of length

m+1,
o)~ (@)

2 PP L)

m equal to 2, if we take m equal to 2, let's say 2 memory order, so then basically this is my
input u 1. And my output I can take from some interconnections from this, let us say this is

my example that I had. This was my v 1 1; this was my v 1 2. Now note
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Encoding of (n, 1, m) convolutional code

@ The code is specified by a set of n generator sequences of length
m+1,

— 1
@ £|' ﬁn !E} e

B @ @g )

—a f

é) (&".&" - &m) -

—

that these interconnections are specifying whether a particular bit is participating in the
output code sequence or not. So if we look at the first coded bit u 1, now this has memory
order m so there are possible m plus 1 connection. What are those possible m plus 1
connection? One, first one is corresponding to whether u 1 is participating in the output bit or
not. Second one is corresponding to whether u 1 minus 1 is participating or not, this is this
point. Third one is this point, whether u 1 minus 2 is participating or not. Similarly the second
coded sequence, whether u 1 is participating or not, whether u 1 minus 1 participating or not,

whether u 1 minus 2 is participating or not. So we can see
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Encoding of (n, 1, m) convolutional code

@ The code is specified by a set of n generator sequences of length
m+1,

_— : 1
' (68" 8n) —Va_
() (2) (2 ()
Jfl (& & &n) u, _@ N
— f

tﬁ (&8 ) -

that the output here, let's take the first output sequence, that is completely specified by

whether u 1 is participating, where u 1 minus 1 is participating, whether u 1 minus 2 is



participating. So in this example v 0 1, v 1 1 and g 2 m, completely specifies what inputs are

participating in generating our code sequence.
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Encoding of (n, 1, m) convolutional code

@ The code is specified by a set of n generator sequences of length
m+1

- N SR ]
2 = (P60, ) UL@

g =

&y

T P ) -

Similarly look at the second bit. Here also these m
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Encoding of (n, 1, m) convolutional code

@ The code is specified by a set of n generator sequences of length
m+1

e i fu]
& = (@ ) ULW >

~

]

&) = @l )

plus 1 connections will completely specify whether the particular bit or the past bits are
taking part in the output coded bit. So you can see, if you have a rate 1 by n code whose
memory is m then we can completely specify that code using a set of n generator sequence

where each of these n generator
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sequence correspond to one of the output sequence and each of the generator sequence
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@ The code is specified by a set of n generator sequences of length

m+1, m
= (&M gV,... &Y E{B
@ _ (D _hr e —
(& & .8=) vy,
: I |
.E] tm) _(m)

= (B8 )

is of length m plus 1 specifying the interconnections of u I, u 1 minus 1, u I minus 2 up tou 1
minus m. So then what are these g0 1andg 1 1? If g0 1 and g 1 1 are either 1 or 0, 1 means
they are participating, 0 means it does not participate. For example, in this example, what is g
1 1? Is u I participating in the output sequence of v 1? Yes it is. So then g 0 1 will be 1. Isu 1
minus 1 participating in the output sequence v 1? No, so then this will be zero. What about u 1

minus 27? It is participating in the output sequence. So it willbe 1. Sog 1is 1 0 1.
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@ The code is specified by a set of n generator sequences of length

m+1,

@ gl ) e
e[‘——" .2, . £ U;@

—

5]

e
% =Con)

Similarly g 2 will be 1 1 1 because u |,
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Encoding of (n, 1, m) convolutional code

@ The code is specified by a set of n generator sequences of length

m+ 1,
) &8, &) UL@
—
]

- @l
3 =(Co1)
9%= (1)

u | minus 1, u 1l minus 2 they are all participating in the output coded sequence, Ok. So if I

specify these generator sequences then my convolutional code is completely specified.



(Refer Slide Time 13:12)

Fa ro==s-cil=uem

@ The code is specified by a set of n generator sequences of length

m+1,
g ", 68
s[.‘r (&I;”-g:.;l- g‘:!l)
‘Im (gl"ﬂllgll.l!.‘. — .g:."ﬂl)

@ The output sequence is the discrete convolution of the information

sequence u and the generator sequence gl'), ie
vld I.l*;“l. 1 < i< A
and
v, ugy + Ui 18) + ¥ UimB
— X”" ,K}":
2

And what is my output then? My output is nothing but it is a discrete convolution of the
information sequence with this generator sequence. So if my generator sequence, if my code

has memory m, then basically I can write this discrete convolution in this particular fashion.
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Encoding of (n, 1, m) convolutional code

@ The code is specified by a set of n generator sequences of length

m+ 1,
¢ = @& 8
g” (" & &)
g” 8" el

@ The output sequence is the discrete convolution of the information
sequence u and the generator sequence g''), i.e

vwi=u«gh 1<i<n,
and

U.,' Ll.lg,:‘,'.J + Uy ,gi" + - == Uy ..g,'..'
m
L uy n“,w

And that's basically my output sequence, which is discrete convolution of the input sequence

with this generator sequence. Now let us take an example.
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Encoding of (n, 1. m) convolutional code

Example:

@ Consider a rate R = 1/2, (2, 1, 2) convolutional code specified by
the following generator sequences

g (101),
g? (111),
o - yil
I
L]
- -t = -2

= ]
1

This is the same example that we are considering, this rate one half code with memory 2 so
you can see v 1 I, this is basically again discrete convolution of input with this generator

sequence which we can write as u | plus u 1 minus 2 and this

(Refer Slide Time 14:20)
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Encoding of (n, 1, m) convolutional code
Example:

@ Consider a rate R = 1/2, (2,1, 2) convolutional code specified by
the following generator sequences

g (101),
(2)
2 (111), 0)
UI a U.L J""-"I:—?_
!
= - D
I
Ll
u - oy “l 2
*
g Al ]
|

v 1 2 can be written as u I plus u 1 minus 1 plus u 1 minus 2. If we go back,
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Encoding of (n, 1. m) convolutional code

Example:

@ Consider a rate R = 1/2, (2,1, 2) convolutional code specified by
the following generator sequences

g (101),
(2)
g (111), a)
V, = U ¥Uy2
V‘{-ﬂ = UL + g +d‘_1
of - D
I
¥
W - b "' 3
*
p- A . ‘:ll

(Refer Slide Time 14:32)
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@ The code is specified by a set of n generator sequences of length

m+1,
¢’ = &'&" .8
? = &8 )
(n) in) i) ()
4 (& & m

@ The output sequence is the discrete convolution of the information
sequence u and the generator sequence g''}, ie

vWi=u«gl 1<i<n,
and

(i) (i) (#) 0]
v, Ugy + i1y +t Umm

S— m
1L L
0

our output is this if we can expand it for this particular example this will be ul g 0 i plus u 1

minus 1, ul minus 1 g 1 i plus ul minus 2 g 2 i.
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Encoding of (n, 1, m) convolutional code

@ The code is specified by a set of n generator sequences of length

m+1,
o " 8" &%)
.52 2
‘““ (&I‘"Ilgllﬂ.‘. ~ .s_:':l)

@ The output sequence is the discrete convolution of the information
sequence u and the generator sequence gl'), i.e

() [}

v usg 1<i<n
and
vllll wt” + u gl-l ke mg,'..':'
— :ﬂg‘, — : (9] ) @
3‘”' s\-} s Ug Cj. - U!‘\{%‘ Vs 11
e 1 E

And for the first coded sequence, this gis, g0 g 1 g2 was 1 0 1 and the second sequence was
11 1, that's why the first
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Encoding of (n, 1. m) convolutional code

Example:

@ Consider a rate R = 1/2, (2,1, 2) convolutional code specified by
the following generator sequences

(1)

a (101),
(2)
g (111), 0)
UI - UA. L UI—L
™.
V, VL + Vi 4y
o - D
1
L]
" - "y LI

[F4]

LN}

= ¥

coded sequence is u | plus u 1 minus 2 and the second coded sequence is u plus u | minus 1
plus u | minus 2. So we
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Encoding of (n, 1, m) convolutional code

@ Let the information sequenceuw =(1011100 ---)

have information sequence this. What was our output sequence? We had vl 1isul plusul

minus 2 and
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@ Let the information sequenceu = (1011100 ---)

v12isulplusulminus 1 plus ul minus 2. Now
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@ Let the information sequenceuw =(1011100 ---)

we can show that
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Encoding of (n, 1, m) convolutional code

@ Let the information sequenceu =(1011100 ---)

@ The output sequences are given by

Wit (1001011 ---)
w2 (1100101 ---)

our output coded sequence will be given by this. Now this can be easily verified. So let's say
what was our output coded sequence? v 1 was ul plus u l minus 2 and v, vl 2isul plus ul

minus 1 plus ul minus 2. Now note
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) convolutional code

= U,d Uy

VP = Ugh Ve Uz

@ Let the information sequenceu=(1011100 ---).
@ The output sequences are given by

vi! = (1001011 ---)
v = (1100101 ---)

when the first input u 1 which is 1 comes, what is the output? Now to specify the output we
need to specify what the initial contents of u I minus 1 and u |1 minus 2. So initially we will

assume that the

(Refer Slide Time 16:44)

convolutional encoder was in all zero state. What do we mean by all zero state? So we are
assuming that initially the contents of the shift register were all zero. In other words u 1 minus
2 and u | minus 1, they were both zero, Ok. If both were zero initially and if u | is 1, then

what will be v11?
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Encoding of (n, 1, m) convolutional code

\{" = Uys U n
AL LR rrT g
L 1 A= THL=-2
@ Let the information sequenceu =(1011100 ---)
@ The output sequences are given by

1
'II

(1001011 ---)
e (1100101 ---)

This is 1 plus 0 which is 1, so you can see this is 1. And what is v 1 2? This is 1 plus 0 plus 0,

so that's also 1. Next what happens, next if you go back this 1 which was here,
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Encoding of (n, 1, m) convolutional code

Example

@ Consider a rate R = 1/2, (2, 1, 2) convolutional code specified by
the following generator sequences

(1)

g (101),
(2)
E (111). a)
UI = UA. L UI—L
VE = U v U4y,
- - ¥l
1
1]
||| - -I_I u

2

LN}

= ¥

when you apply a clock this 1 moves here and a new bit comes here. So now the next time
instance u 1 minus 1 becomes 1 and what is u 1 minus 2? Since u 1 minus 1 initially was zero

so this zero will come here. So the new contents of the shift register will be now 1 and 0. So
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Encoding of (n, 1, m) convolutional code

al

= U,d Uy

VB = Ugh Yany AU

@ Let the information sequenceu=(1011100 ---)
@ The output sequences are given by

vt (1001011 ---)
w2 (1100101 ---)

what we have is now u |l minus 1 is 1 and u 1 minus 2 is 0. Now the next input is zero. The
next input is zero so the what's the next output? This is zero and u | minus 2 is zero so this
will be zero. You can see this is zero. What about this? Now u | is zero, u I minus 1 is 1, and u

1 minus 2 is zero. So zero plus 1 plus 0, that will be 1 and that's given by this, Ok. Next what
happens? Again go back to

(Refer Slide Time 18:39)
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Encoding of (n, 1. m) convolutional code
Example

@ Consider a rate R = 1/2, (2,1, 2) convolutional code specified by
the following generator sequences

g (101),
(2)
£ (111). a)
V, = U #U 2
V.Cﬂ = VLYY,
- - o
I
L]
" -1 e "1-2
L
X -
1

this diagram. You had input zero here. So now this zero will move here and you had a 1 here.

So this 1 will move here. So the new content of the shift register will be zero and 1, Ok. If

that happens then next
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Encoding of (n, 1, m) convolutional code

al

= Uyd U,

VP e Ugh Yaey AV

@ Let the information sequenceu=(1011100 ---)

@ The output sequences are given by

vt (1001011 --+)
wi2) (1100101 ---)

input is 1. So this is 1. What is u 1 minus 2? u 1 minus 2 was 1 so 1 plus 1 that's zero. And u 1
is 1, ul minus 2 is 1 and u I minus 1 is zero. So 1 plus zero plus 1 that's zero. So like that, you
can basically write down the output coded sequence. So then what is my final output? So

corresponding to this 1 and what is my coded sequence? That's given by this.
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Encoding of (n, 1, m) convolutional code

= U,d Uy

C
VB e Ugh Yany AV

¥
@ Let the information sequenceu=(1011100 ---)

@ The output sequences are given by

vt 001011 ---)
“[.‘l : 1_00101 )

Corresponding to this zero, my coded sequence is given by this,
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Encoding of (n, 1. m) convolutional code

= Uyd Uy
VB Ugy Ve 4V
lﬂ L
@ Let the information sequenceu=(1011100 ---)

@ The output sequences are given by

vt 001011 --+)
w2 100101 ---)

Ok. So then I can write my

(Refer Slide Time 19:48)
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Encoding of (n, 1, m) convolutional code

@ Let the information sequenceu =(1011100 ---)
@ The output sequences are given by

it (1001011 ---)
(¥ (1100101 ---)

@ The code sequence can be written as

v= (11, 01, 00, 10, 01, 10, 11, ---)

final output as, corresponding to input 1, I get 1 1. That's given by this. Corresponding to zero
I get 0 1, that's given by this. Corresponding to 1, I get 0 0, that's given by this. So this is how

I can write my output coded sequence.
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Representation of encoding matrix
@ Matrix form

v =ulG

0 8 - - Em
G= £ & o o e

where
(1)

g=(g"g" - g").0<i<m

Now the same thing I can write in the

(Refer Slide Time 20:15)

matrix form. So I define this generator
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Encoding of (n, 1, m) convolutional code

Representation of encoding matrix

@ Matrix form

B &1 - - Bm
G B B B

where
g (S.mg.l” g‘m]- 0<i<m

matrix G which generates this codeword. So the output codeword can be written as input
times this generator matrix G, Ok and this generator matrix is of the form like this. So let's
just expand it and may be try to explain why the generator form has this semi infinite kind of

form for a convolutional code. So let's say uisu 0, u 1, u 2 dah dah dah dah it's continuing set
of
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Encoding of (n, 1, m) convolutional code

Representation of encoding matrix - _]
- s U u et
@ Matrix form R e SN

B &1 - 0 Bm
G 8 B r Bm

where
g '(E.mg.m g""']_ B icm

sequence like this right now what is your output sequence? Output sequence so initially what

happens, if you go back to this diagram,
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Encoding of (n. 1. m) convolutional code
g .

@ Let the information sequenceu =(1011100 ---)
@ The output sequences are given by

vit) = (1001011 ---)
(2 (1100101 ---)

@ The code sequence can be written as

v = (11, 01, 00, 10, 01, 10, 11, ---)

initially you are assuming

(Refer Slide Time 21:17)
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Encoding of (n, 1. m) convolutional code

Example

@ Consider a rate R = 1/2, (2, 1, 2) convolutional code specified by
the following generator sequences

g“’ (101),
(2)
g (111), a)
Ul = U, ¥+ Uy-2
VO - Us v U4y,
of - (D
I
¥
" . g 2 n' 3 !
L
= ]
= 1

that the encoder is in all zero state
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Encoding of (n, 1, m) convolutional code

Example:

@ Consider a rate R = 1/2, (2,1, 2) convolutional code specified by
the following generator sequences

gV (101),
g (111), a)
V, = U ¥ U2
v - ua vy,
o - (D
I
L]
" - U . -2 °
.
X - @
I

correct? So what will be the first output that you will get here? That is nothing but u 0 times g

0. What is g 0? g 0 1 is this, g 0 2 is this, this interconnection, which is connecting u i to the

output. So at first time instance what you would get
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S ShssbesmEaaaal]
Fo rtomus-cil=—ssmsssssn

Encoding of (n, 1, m) convolutional code

Vp Uy Uga

V‘t“j- Ugs Vg ¥ ‘J.(-L

@ Let the information sequenceu= (1011100 ---)

is the output is nothing
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Encoding of (n, 1, m) convolutional code

¥
@ Let the information sequenceu=(1011100 )

@ The output sequences are given by

vt 1001011 ---)
w'? 1/1/00101 ---)

but
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Encoding of (n, 1, m) convolutional code

Representation of encoding matrix _]
. yu
@ Matrix form v £Uu U
v=uG
© & - G
G € & - - Bm
where
(1) _(1) n
g=(g"g '--g‘l ", 0<i<m

but u 0 times g 0. This is the output that you will get at first time instance.
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Representation of encoding matrix

= (R S
@ Matrix form v Euu U —]

B &1 - o Bm Ueo 3e
G g8 & - - Bm

where

1) _(1) n
g=("g" ---g") 0

What is the output you will get at the second time instance? Now whatever u 0 you had, now
that u 0 has moved here,
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Encoding of (n, 1, m) convolutional code

Example

@ Consider a rate R = 1/2, (2, 1, 2) convolutional code specified by
the following generator sequences

(1)

g (101).
(2)
E (111), a)
UI = UA. r UI—L
VE = U v vt vy,
o - D
I
N 1)
U
w - "y, a - o
v

[¢4]

LN}

= ¥

correct and a new bit which is u 1 has come here, u 1. So what is the output at this time? It is
u 1 times g 0 plus u O times g 1.
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Representation of encoding matrix

s u S
@ Matrix form v £Uu Uy Uy —]
v=uG
B0 B = Em Ve ?n
G g8 & . Em
Ui §ot+ Yo 9,
where
g (gltli Il” ‘INI] 0 i —

So I can write, and the second time instance my output is given by ul times g 0 plus u O times

g 1, fine. Next time instance, what is my output? Again go back, now what is going to happen

is,
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Encoding of (n, 1, m) convolutional code

Example

@ Consider a rate R = 1/2, (2, 1, 2) convolutional code specified by
the following generator sequences

g (101),
(2)
E (111), a)
UI = UA. r Ul.—L
i I
Vi UL ¥ g 4Yy
o o 5D
[
Nr 1)
w 2. U % “1-2 =
' ¥
= - ‘I‘ll

this u 1 will move here. So this will be now u 1.
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Encoding of (n, 1. m) convolutional code

Example

@ Consider a rate R = 1/2, (2, 1, 2) convolutional code specified by
the following generator sequences

gV (101),
(2)
g (111), a)
vl - U-&- * Ug-2
v - ua v vy,
o - 4
I
15 ¥
o " Uy “ s o

= ]
1

This will become u 2 and this will become u 0. So what is my output now?
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Encoding of (n, 1. m) convolutional code

Example:

@ Consider a rate R = 1/2, (2, 1, 2) convolutional code specified by
the following generator sequences

gV (101),
(2)
g (111). a)
Ry R e
v - Ua v vy,
- - 4D
1
N L]
w Y _ L Uy ", Ue

- @)
- - ‘I

Itisu 2 times v O plus u 1 times v 1 plus u 0 times g 2. So go back, so what would
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Representation of encoding matrix

@ Matrix form

B & - - Em Ue 3e
G B B -  Bm

where
(1) _(1) n)
g=(&" & --g")0<i<m

be my output here? It is u 2 times v 0 plus u 1 times g 1 plus u O times g 2.
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Encoding of (n, 1, m) convolutional code

Representation of encoding matrix

u:[’UuU|UL-.... —J

@ Matrix form

v=uG
B B1 - - Bem Vo ?n
G B B1 - o Bm
Ui ot Yo ?:
where U g+ 4. 44,
(1) _(1) () . 9% 3
g=(& "8 8 )0<i<m

What happens next?
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Encoding of (n, 1. m) convolutional code

Example

@ Consider a rate R = 1/2, (2,1, 2) convolutional code specified by
the following generator sequences

g (101),
(2)
B (111), a)
Ul = U, #Uy.2
v - ua vy,
- - D
I
o L]
w Y L Uy W Ve
v .
= - @
B 1

This u 0 moves out. Here what we will get is u 1, this will be u 1. What about this,
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Encoding of (n, 1. m) convolutional code

Example

@ Consider a rate R = 1/2, (2,1, 2) convolutional code specified by
the following generator sequences

g (101),
g (111), a) |
V, = U ¥ U2
[
V., VL Ve 49y
o - ¥l
I
oW &
u, U o u sy “' 2 U
o .
X - D

this will become u 2, so this is u 2 and this will
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Encoding of (n, 1, m) convolutional code

Example

@ Consider a rate R = 1/2, (2,1, 2) convolutional code specified by
the following generator sequences

gV (101),
(2)
B (111), a)
V, 2 U #U 2
VP = UL ¥ U 4vpn
~ - D
I
o L]
u, Ua - u_ U “' 2 W
v .
X - '@

become u 3. So this is u 3. This is u 3. So what will be the output now? Its u 3 times g 0 plus

u 2 times g 1 plus u 1 times g 2. And u 0 does not appear because the memory order of this

code was 2. So what is the output in this case? Third instance, this will be

(Refer Slide Time 24:48)

T eassvsesgmaanasly
Fao rtomns - cilf—=esmsssans. =

Representation of encoding matrix

a uJ kel
& Matrix form v [_Uo Uy Y F]
v=uG
B & S Bm Ve ‘?n
G g &1 " o Bm
Ui §ot Yo cg)
where Uy g+ u
(1) _(1) (n) L}' ‘%1"_ uﬂl
BN - . 0<i<m

u 3 times g 0 plus u 2 times g 1 plus u 1 times g 2. Now if we write the same thing in a matrix

form, so what is v? v is
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Representation of encoding matrix
Ue Z’u Uy Uy 1
@ Matrix form e J
v=uG
B &1 - - Bm Ueo e
G 8 & ot Bm
Ui Jot+ Yo %\
where U g+ 4,40,
(1) _(1) (m) T LLaiat & ‘E.
g=0 & ---g& )0siz=m

U)Q,ru, F LT

basically, v at times zero, time 1, time 2, if we write this in this particular form, is equal to u

times this matrix G.
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Representation of encoding matrix

@ Matrix form J-—UGV\V-;_'- 1 - uil'l_.uo i S F]G_
‘ s
£ £  Bm Ve 3o
G g0 & - - Bm
Ut §ot Yo %,
v J .
S—— (1 (1 (m) 1 111+U°3.
g=0&"8" -8 )0<ism

U:a,ru, 9. +Ug,

Now you compare this equation with this equation. So at first time instance, output isu 0 g 0.
So that's what, this is u 0 times g 0. So this is g 0. Second instance, what is my output? My
output is u 0 times g 1, this term, u 0 times g 1 is this term and then g 0 times u 1, which is
this term. So the second entry of this generator matrix is this, Ok. Now what's the third entry
you can see? u 0 times g 2, so u 0 times this is g 2, plus u 1 times g 1, so this is g 1 and then
this is u 2 times g 0. So you can see. Then further if we look at this, what we get here is, so u

0 times zero will get here and then and we will get u 1 times g 2, u 3 times so this will be like



zero and g 2, g 1 g 0 so in this case the memory order was m. That's why we are getting like

this.
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Representation of encoding matrix
- = | TS

@ Matrix form J’V" Yy V- j| = v [-Uo T F] G_
' v = uG
L v -

& & O gm Ve Jo
G £ & Ju o Em
2 Ui §o+ Us i_‘
L v J
where 19+ U,
g ( (1) (1) _ . In|] 0<i<m L}q .jl_ __‘_3
! g & £ Usgeta g+ U9y

So you can see here, our generator matrix is of the form, of semi infinite form where
basically our G is something like this, so we have g 0 to g m, now this becomes 0, now this is

u g 0 and this is g m and this 0 0 and this is g 0, so it is like in this way diagonally my

(Refer Slide Time 27:01)
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Representation of encoding matrix
L II"'J R

@ Matrix form J'Va Y V- = J = e {_-,U" R —] G-
' uG
= —

% & el En Uo?n
G g B J - Bm
9, Ui o+ LE, L
hs L u Y
where e ~+V,
@ g™ ... g™ 0<i<m [oppak 1§ __j_
B B K £, : U)E_ru, ".+Uw‘];
G j‘ ) - ?‘ﬁ\

generator sequence is moving. And that's what I have written here. So if I try to write it in the

form of generator matrix then I can, my generator matrix in this case is a semi infinite
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form and through this example for a memory 2 code
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Representation of encoding matrix
@ Matrix form [\rp V, V- 3 i v E"" Ul -.... —-[ G—
L
B B 0 Em Vo %
G= B 8 3 o B

. % ’ U 301- Ug j.

?.. e
where " U')_"}.+U1§,+u_q‘

g=("g" - g"). 0Sism ug e ugT
G T__ 6 ?\5\
o 9o

we showed that this specifically G is of the form like this, Ok. And where each of these g 0's

are basically these, will represent what are these n bit output.

So let us
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Representation of encoding matrix: Example
@ For (2,1, 2) convolutional code with g!') = (10 1), and
g® = (11 1), the generator matrix is given by

continue with the example that we are

(Refer Slide Time 27:37)

considering so far. So we are continuing with our rate 1 by 2 code whose memory order is 2

and we know our generator
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Encoding of (n, 1, m) convolutional code

Replmntatlun of em_(.)dlng matrix Examplg

@ For (2.1, 2) convolutional code with g!') = (10 1), and
g% = (11 1), the generator matrix is given by

11 01 11
01 11
11 01 11
11 01
11

sequence. For the first code, the sequence is given by 1 0 1, because my output v | is u | plus

u | minus 2. Similarly the generator sequence for the second codeword is given by 1 1, Ok.

Then can I write basically what is my g 0, g 1 and g 2. So g 0 is given by, now there are 2

outputs so g 0 will have 2 terms, the first term corresponding to the first coded sequence so

here this is 1, and what about the second coded sequence that is 1, so g 0is 1 1, g 1 is this is

0,
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Encoding of (n, 1, m) convolutional code

=L
Representation of encoding matrix: Example ‘3*
@ For (2.1, 2) convolutional code with g'!) (101), and &=
g% = (11 1), the generator matrix is given by %+ =
11 01 11
11 01 11
11 01 11
G 11 01 11
11 01 11

so this is 0, this is 0 and thisis 1. Sog 1is 0 1.
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Reptmntatlun of em.udlng matrx Exampll,' g‘” C
@ For (2. 1.2) convolutional code with g!) ;1 01),and O =(0 1)
g?={(11 1), the generator matrix is given by =
11 01 11
11 01 11
11 01 11
G 11 01 11
11 01 11

What about g 2? g 2 is this is 1 and thisis 1. So g 2is 1 1.
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Encoding of (n, 1, m) convolutional code

=
Repmntatlun of en(.udlng matrix Example 3‘” C
@ For (2.1, 2) convolutional code with g!') = (1 0 1), and b= (01)
g¥=(11 1). the generator matrix is given by % =0 f_)
11 01 11
11 01 11
11 01 11
G 11 01 11
11 01 11

So I can then write my generator matrix which is of the form e is the form g 0 g 1 g 2 and the
rest of all of these are basically zero. These are zero, these are all zero. Thisis g 0, g 1, g 2
and then these are all 0s. So what is g 0? g 0 is 1 1, that's what I have written here. g 1is 0 1
that's what I have written here. And g 2 is 1 1, rest all these entries are 0. Similarly this is 0 0,

and then I have g 0, g 1, g 2 and then these are all 0’s, Ok. So this is how I can write a
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Reptmntatlun of em;udlng matrix; Example 3‘”
@ For (2.1, 2) convolutional code with g!'! = (1 0 1), and = (0 1)
g% = (11 1), the generator matrix is given by % =0 1)
11 01 11 '
oo 11 01 11 OO --
11 01 11
G 11 01 11
11 01 11

generator matrix. Now let's verify
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Encoding of (n. 1, m) convolutional code

Reptmntatluﬂ of encoding matrix Examplq
@ For (2,1, 2) convolutional code with g{*) = (1 0 1), and

g% = (11 1), the generator matrix is given by
11 11
1 01 11
11 01 11
G 11 01 11
11 01 11

@Foru=(1011100---),
v =uG = (11, 01, 00, 10, 01, 10, 11, 00, 00, ---)

our coded sequence that we calculated in the last time. Coded sequence corresponding to this

information sequence was given by this. This was our coded sequence corresponding to this
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Encoding of (n, 1, m) convolutional code

@ Let the information sequence u (_LD 11100 ---)
@ The output sequences are given by

it (1001011 ---)
vl? (1100101 ---)

@ The code sequence can be written as

v = (11. 01, 00, 10, 01, 10, 11, ---)

information sequence. Now let's try using this generator matrix. So if we use the generator
matrix then our first input is 1 so 1 times g 0, that is this. Then next is input is zero so 1 times
this plus zero times 1 1 that will be 0 1. Next 1 0 1 so 1 times 1 1, 0 times this, 1 times this so
that is 0 0. So we can see basically we are getting the same output sequence. We can verify 1

10100,110100so we are getting the same output sequence
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Encoding of (n, 1, m) convolutional code

@ Let the information sequence u (lD 11100 ---)

@ The output sequences are given by -
Vit (1001011 ---)
vi? (1100101 ---)

@ The code sequence can be written as

v = (11, 01, 00, 10, 01, 10, 11, ---)

as before.



Representation of encoding matrix: Example

@ For (2,1, 2) convolutional code with g{') = (1 0 1), and
g%l = (11 1), the generator matrix is given by

11

@Foru=(1011100---),

v =uG = (11, 01, @‘ 10, 01, 10. 11, 00, 00, ---)

Now we are going to

(Refer Slide Time 30:49)
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Encoding of (n. 1. m) convolutional code

@ Polynomial representation:

V(D) u(D)g'/(D), .1<i<n

v(D) = \l'”][D"] " D\l[n[D") b.oo4 D" lv""[D"]
Time Domain Transform Domain
gV=(01) gMD)=1+D?
g=(111) g?D)=1+D+D?
u=(1011100---) wD)=1+D*+D*+D*
Vi) = ua g v)(D) = u(D)g™(D)

-(100101100 --+) 1+D*+ D%+ D"
v = . gl? vi2(D) = u(D)g?(D)

(110010100 ---) 1+D+D*+ D

give you polynomial representation of
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this generator sequence which is very convenient in case of convolutional codes. So I am

introducing a delay operator
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@ Polynomial representation:
vil(D) = u(D)gl']{D}. JEi<n

vw(D) = v\(D")+Dv(D") + ...+ D" WD)
Time Domain Transform Domain
g=(01) gD)=1+D?
gP=(111) g?(D)=1+D+D?
u=(1011100---) uD)=1+D*+D*+D*
v = g« g v (D) = u(D)g"(D)

=(100101100 --:) =1+D*+ D5+ D°
v = uxg? vi?(D) = u(D)g™(D)

=(110010100 --) =1+D+D"+D*

D. So if you have 1 memory element delay that will be D.
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If you have delay of 2,

(Refer Slide Time 31:10)
=

@ Polynomial representation: 1

vi(D) = uw(D)(D). .1<i<n
vD) = v(D")+DvI(D") +---+ D" (D)

Time Domain Transform Domain
gV=(101) g(D)=1+D?
gP=(111) g (D)=1+D+D?
u=(1011100---) wD)=1+D*+D*+D*
i) = uegtt vl (D) = u(D)g"(D)
=(100101100 --) =1+ D+ D5+ D°
vl __“.gm vm(D) __"(D)sm[o)
=(110010100 ---) =1+D+D'+D*

it will be D square. If you have delay of 3, it will be D cube. So the exponent of D is going to

specify how much delay, Ok. so what I am going to show you



(Refer Slide Time 31:23)

SR s esmacaan E
Fo rresma- i ++»0BENeuENnc 8 —— i
Encoding of (n, 1, m) convolutional code
@ Polynomial representation Dl D?"
v')(D) uw(D)g'"(D), .1<i<na
U(D) \I'”'[D"] i DVL:'[D") koot D" lviﬂl[D"}
Time Domain Transform Domain
gV =(101) g(D)=1+D?
gP=(0111) g?(D)=1+D+D?
u=(1011100---) wWD)=1+D2+D*+D*
vl = u-glt vit(D) = u(D)g""(D)
(100101100 ) 1+D*+ D%+ D"
wi?) u-gl‘,' v“](D) u[D)g“'(D)
(110010100 ---) 1+D+D*+ D5

is that I can write my output sequence in this polynomial notation as u times D into g i times
D. So every output code sequence can be represented as product of this information sequence
using this delay operator multiplied by this generator sequence in this delay operator
framework and the overall code sequence when we have rate 1 by n code can be given by this
expression. So let's first try to write each of these terms in terms of delay operator polynomial
representation and then we will show that this time domain representation where we were
computing the output during convolution, discrete convolution can be similarly obtained
using just this operation in the delay domain which we are calling transform domain
operation. So we will take the same example that we were considering. So I will just go back
and show you again the convolutional encoder. So this is the convolutional encoder that we

are considering.
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Encoding of (n, 1, m) convolutional code

Example

@ Consider a rate R = 1/2, (2,1, 2) convolutional code specified by
the following generator sequences

g (101),
g? (111), v U ,
i B Uy, ¥ L=
VE = Uk v vt 4y,
- - i
I
o L]
w us | ey Va ", v
v .
- ]
]

We have 1 input, we have 2 outputs. Output depends on past 2 inputs, so basically memory
order is 2. g 1 is given by this; g 2 is given by this. These are my output, v 1 1, v 1 2 these are

my output sequences, Ok. So let's look at
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@ Polynomial representation DL D?‘
v"'{_(_)) u(D)g"(D), .1<i<n
Q[D) v|l]{Dﬂ] L DVL“[D") oo Dn lvlr:|[Dn}
Time Domain Transform Domain
EHI “01) g:I][D] 14 D.‘
g¥=(111) g?(D)=1+D+D?
u=(1011100---) wWD)=1+D2+D*+D*
v = ueg v)(D) = u(D)g™(D)
(100101100 ) 1+ D*+ D5+ D"
v = g« gl? vi?(D) = u(D)g? (D)
(110010100 --+) 1+D+ D'+ D¢

this. So g 1is 1 0 1. Now what does this 1 corresponds to? 1 corresponds to this connection g
0 which is linking my input u I, so that would be u | without any delay. So that would be 1.
What was this? This corresponds to g 1, that is input delayed by 1. So this will be represented

using D so D times 0 will be 0 and this will be, this will correspond to g 2 basically and
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@ Polynomial representation DL D3
'hl{g) UED]SM{D)- 1<i<an
U[D) vll](D"] L Dv[z'[D”) PR » lvtﬂl[D"}
Time Doma.jrl Transform Domain
+ h
gV =0y ™ gV(D)=1+ D?
gf=(0111) g?(D)=1+D+D?
u=(1011100---) wWD)y=1+D2+D*+D*
v < g V(D) = w(D)g"(D)
(100101100 ) 1+D*+ D%+ D"
wld) u,g[.'} v“](D) u[o);{.’l{o)
(110010100 ---) 1+D+ D'+ D*

this is delay of 2, so this will be represented using D square. So this g 1 in this transformed
domain using this delay operator can be written as 1 plus D square. Similarly this g 2 which
is 1 1 1 can be written as 1 plus D plus D square. So this is my g 2 of D. Now information
sequence also I can write in this delay notation, it is u 0, u 1, u 2, u 3. So this is information
sequence I am getting at this time, this after 1 delay element, 2, 3, 4 so this would be 1 plus D
square plus D cube plus D four and that's basically my information sequence. Now the
discrete convolution of information sequence is g 1 is basically given by this and this if I
write in uh delay operator form, will be what, 1 plus D D square D cube, D cube plus D four

D five plus D six. And what is u D? u D is given by this;
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;J rTe=as l.ll.i-:.l.-.lél..-';I.-. W ]

Encoding of (n, 1, m) convolutional code

@ Polynomial representation DL D3
v')(D) u(D)g"(D), .1<i<n
_'ED-) \I'”'[D"] i D\.‘“'[D") PR 5 L lv'"l(D"}
Time Doma::n Transform Domain
gV =10y gV(D)=1+D%
=011 €MD) =1+D+D?
u=(1011100---) wWD)=1+D+D*+D*
Vl” u's{'ll \J'“](D} u[D)gfll[D)
140404 (100101100 ---) 1+ D*+ D%+ D°
vid Zu.g@® (D) = u(D)g?(D)

(110010100 ---) 1+ D+ D'+ D%




g 1 D is given by this. So let's multiply these 2. So what do we get? So if you multiply u D by
g 1 of D so one times this will be 1 plus D square plus D cube plus D four plus D square
times 1 is D square, this will be D four, this will be D five and this will be D six. D square
plus D square is zero, D four plus D four is zero, so what we are left with, 1 plus D cube plus

D five

(Refer Slide Time 35:29)
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@ Polynomial representation: D D

vi(D) = wDED). 1<i<n

T WD) = v(D") + DVI(D") + -+ D"V (D")

Time Domain Transform Domain :-;d"-g-D’;-!D"'
gV =1 5’1.7’11— g(D) =1+ D? +pth ot
— +pé

!“’:[111? g?(D)=1+D+D?
u=(1011100---) wD)=1+D°+D'+D*
v = ue gt vil)(D) = u(D)g'"(D)

o0 (100101100 ---) =1+D*+ D%+ D"
vid) =g ,sm vm(D) = “{D)Sm{o)

=(110010100 ---) =1+D+D*+D*

plus D six. This is precisely what you get here, Ok. So you can see basically these 2
representations is equivalent. Similarly we can write u 2 which is given by this and you can
verify for yourself that u 2 D is given by this.

Now once you have these individual sequence,
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how do you write the overall output sequence? So note that for 1 input sequence you are
getting n outputs, Ok. So is taken care by this. So if v i D is going to give me output sequence
corresponding to each of these output, n output outputs, now I can combine n outputs in this
particular fashion. So I take the first output, note that I have made here D to the power n

because if it is a rate 1 by n code the first output will appear after every n bits,

(Refer Slide Time 36:33)

the first bit is from the first coded sequence. Then after n bits, it will again repeat. It will
come, meaning. So that's why I have made it D n.

Now how do I combine these n sequences? So note, this is the output, v 1 D n is the output
from the first coded sequence. This is the output from the second coded sequence. That's
delayed by 1. The output from third sequence is delayed by D square. Similarly the output
from the n th sequence will be delayed by n minus 1. Go back here. These are the 2 individual

outputs. How are we getting
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Encoding of (n. 1, m) convolutional code

@ Let the information sequenceuw = (1011100 ---)

@ The output sequences are given by

vi! = (1001011 --)
(¥ (1100101 ---)

@ The code sequence can be written as

v=(11. 01, 00, 10, 01, 10, 11, ---)

the final output? So note here. I am taking first from here. That is 1; second bit I am taking

from here,
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Encoding of (n, 1. m) convolutional code

@ Let the information sequenceu = (1011100 ---).

@ The output sequences are given by

i) @oo1011 ---)
vl? 1100101 ---)

@ The code sequence can be written as

v {11 01, 00, 10, 01, 10, 11, ---)

that is this. The third bit is this, which is this. Fourth bit is this which is this, so what
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Encoding of (n, 1, m) convolutional code

@ Let the information sequence u (_1_0 11100 ---)

——

@ The output sequences are given by

it @oo1011 ---) —

vl?) @fjoo101 ---) o~

@ The code sequence can be written as

- @]_‘@ 00, 10, 01, 10, 11, ---)

am I doing? In this case rate was one half so after every, you can see
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Encoding of (n, 1, m) convolutional code

@ Let the information sequenceu =(1011100 ---)
T e G

@ The output sequences are given by

it @oo1011 ---) —
vl?) @fjoo101 ---) o~

L
Z

@ The code sequence can be written as

v @ 00, 10, 01, 10, 11, ---)

the output; every second bit is coming from this. So this is my 1 which is appearing here.
This is my zero which is this. This is my zero which is this. This is my 1 which is appearing
this. So note this is appearing every second bit and that's why what we did was, when we

combined we made it, each of these coded bit, we made it D raised to power n. Next
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Encoding of (n. 1, m) convolutional code

Repte'sentatlun of enl‘.udlng matrx Exal'nplg

@ For (2,1, 2) convolutional code with g!') = (10 1), and
g?) = (11 1), the generator matrix is given by

11 01 11
1 01 11
11 01 11
G 11 01 11
11 01 11

@Foru=(1011100---),

v=uG = (11. 01, 00, 10, 01, 10, 11, 00, 00, ---)
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Representation of encoding matrix: Example P ¢ )
@ For (2.1, 2) convolutional code with g*) = (10 1), and b= (o)
g% = (11 1), the generator matrix is given by % =0 I_)

11 01 11
0o 11 01 11 0° --
11 01 11
G 11 01 11
11 01 11

« W gloo...
[ * 3%

if you look here, the first coded sequence is this one. This is the output from the first coded

sequence. And what is the output from second sequence, which is this one. So what are you
doing?
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Encoding of (n. 1, m) convolutional code

@ Let the information sequenceu =(1011100 ---).
- R

@ The output sequences are given by

Liy
vi) - ([ﬂﬁlomll--)uf

vl?) @hjoo101 ---) o~

@ The code sequence can be writt
v P_?o 01, 10 11. )

\%ﬁf

When you are combining these output sequence which is v 1 and v 2, so you are taking v 1
like as it is, only thing is it is spread out after every second bit and v 2 is delayed by 1 and it
is also spread out, this is 1, this 1 is appearing here, this zero is appearing here, this zero is

appearing here. So every second bit is also
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Encoding of (n, 1, m) convolutional code

@ Let the information sequence u = | (1 0 11100 ---)
. R

@ The output sequences are given by

vt @01011-- —

=i @hlobh o1 --) o~

i

@ The code sequence can be wrjtt _q_s_ﬂ_h_
s —
v 0 01, 10, 11, )
o Z

NZ=

from this encoded sequence and note that this is delayed by one corresponding to v 1. So

that's what we are doing here.
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@ Polynomial representation Dl ]-_33
V(D) - u(D)g’(D), .1<i<n
v(D) vll](gn] : D“[Z‘}!Dnl teeet D® lv"'}(D"]
Time Domain N Transform Domain H',ﬂ‘-qu‘?w?'
gV =0y h g0) =1+ 0 *Petao”
=111 §9(0) =1+ D+ D° g
w-(1011100---) D) -1+ +D +D*
v = ueglt vitl(D) = u(D)g*)(D)
e (100101100 --) 14D+ D%+ D°
v = gL gl? vi2(D) = u(D)g?(D)
(110010100 ---) 1+ D+ D*+Df

If you combine this, consider this combined output sequence there are n coded sequence, v 1,
v 2, v 3, v n. Now first sequence we just take v 1 D to power n, second is v 2 D to power n,
third is v 3 D to power n and then each one of them are delayed by 1 1. So this no delay, this
is delay of 1, delay of 2, this is delay of n minus 1. So overall code sequence will be given by

this expression. So I hope I made it clear
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@ Polynomial representation D D

(D) - w(D)g(D). .1<i<a

ﬁ) = \l”](Q"] L Dv[Z)!Dn] M, l\t""[D"]

Time Dorr:a;.n Transform Domain 1+,ﬂ‘+1‘;;19't
g -y £)0)=1+00 Pl
g =(111) g?(D)=1+D+D?
u-(1011100---) wD)=-1+D+D +D*
vl = uxglt vit(D) = u(D)g""(D)

o~ (100101100 1+ D+ D% +D°
v g V(D) = u(D)g(D)

(110010100 ---) 1+ D+ D*+ DS

why this is D raised to power n and why each of the parity bits are delayed by 1 power like

D ,D square, D cube
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Em:oding of (n. 1. m) convolutional code
@ Polynomial representation DL I)3
v'(D) u(D)g"(D). .1<i<n
r QV[Z}!D»I oot D" lv:"r(Dn}
Time Doma::n Transform Domain J+,;:+D?-rnrt
(1) o (1) . D2 +p oty p
g (roy” g0) =140 e
g =(111 g)(D) =1+ D+ D?
u=(1011100---) wWD)=1+D+D*+D*
v = ue g V(D) = w(D)g(D)
s
1400 (100101100 --+) 1+ D*+ D%+ D°
v =y g v (D) = u(D)g?(D)
(110010100 ---) 1+ D+ D"+ DF

D n minus 1. So following this basically we can
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Encr_)dmg of (n, 1, m) convolutional code

@ The encoding equations can alternately written as,
v(D) = u(D")g(D)
where

ng) a!iIJ(Dn] ; Dsi:‘]{Dn) ; + D" Igan(D")

also write our encoding sequence in this particular form where output sequence is given by u
D n times g D where g D is, this is generator sequence for the first coded sequence, the
generator sequence for the second delayed by 1, generated sequence of the third delayed by 2,
generated sequence of the n delayed by D n. So the overall encoding sequence can be

equivalently written like this.
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Em:odlng_ of (n. 1. m) convolutional code

@ The encoding equations can alternately written as,
v(D) = u(D")g(D)
where
8(0) £ g(0") + Dg(D") + - + D" 'g(D")
@ Example: Time Domain

v =uG = (11, 01, 00, 10, 01, 10, 11, 00, 00, ---)

And we can again go back to the same example. Our output sequence in the time domain was

given by this. And if we follow the same procedure,
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Encoding of (n, 1. m) convolutional code

@ The encoding equations can alternately written as,
v(D) = u(D")g(D)
where
§(0) 2 gV(D") + Dg(D") + - + D™ g (D")
@ Example: Time Domain
v = uG = (11, 01, 00, 10, 01, 10, 11, 00, 00, ---)
@ Example: Transform Domain

w(D) u(D?)g(D)=(1+D*+D*+ D)1 + D+ D* + D* + D%)
l_D.Dl.D&_DQ.DIEI.DIZ‘.DH.

v of D should be u of D square times g D where g D is g 1 D square plus g D 2 D square. So
u D D square is, what is u D? What is u D? Go back to the example. u D is 1 plus D square

plus D cube plus D four.
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Encoding of (n. 1. m) convolutional ¢

@ Polynomial representation: D D

v(D) - uw(D)(D). .1<i<n

W) = yiiidp” __-Q“[Z‘}!Dr-l oo Q:'_IU'"}[D"]

Time Domain Transform Domain 1+,0‘+D119'?'
g = (0" €)(D) =14 02 *Fasfep”
=01y g9(0) =1+ D+ D? =
u=(1011100---) WD) =1+D+D+D*
vil) = g« gt vi(D) = u(D)g"(D)

o = (100101100 -1 1+ D+ D% + D°
v Zuag® v@(D) = w(D)g?(D)

(110010100 ---) 1+D+D*+ D8

So this is,
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Encoding of (n, 1. m) convolutional code

vin =
@ The encoding equations can alternately written as,

v(D) = u(D")g(D)
where
g(D) £ g"(D") + Dg?(D") +--- + D" 'g"(D")
@ Example: Time Domain
v =uG = (11, 01, 00, 10, 01, 10, 11, 00, 00, ---)
@ Example: Transform Domain

v(D) u(DP)g(D)=(1+D*+D*+D*)(1+ D+ D* + D* + D)
l'D‘D!‘Db‘Dq‘Dm‘OI:‘D“‘

u D is 1 plus D square plus D cube plus D four. So u D square will be 1 plus D four plus D

six plus D eight, so that's what we have written
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Encoding of (n, 1, m) convolutional code

vl = |+p=+p 4 ¢

£ .8

@ The encoding equations can alternately written as, w
- v(®2= 1 30%3 0550

v(D) = u(D")g(D)
where
8(D) £ g(0") + Dg(D") + -+ + D" g (D"
@ Example: Time Domain
v =uG = (11, 01, 00, 10, 01, 10, 11, 00, 00, ---)
@ Example: Transform Domain

v(D) u(DP)g(D)=(1+D*+D*+ D)1+ D+ D+ D* + D)
l‘D‘D!'Db‘Dq‘Dm‘DI:'D“‘

here, Ok and what is g D? g D is g of 1 D square plus D times g two of D square and what is
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Encoding of (n, 1, m) convolutional code

vl = |+p=+p 4 ¢
@ The encodin uations can alternately written as, a
. y v 7= 1 3% 05408
v(D) =u(D")g(D) 96+ o™
where
a ) " {2) n n—1 () n
g(D) =g"'(D") + Dg"'(D") + - -- + D" 'g'"(D")
@ Example: Time Domain
v=uG = (11, 01, 00. 10, 01, 10. 11, 00. 00, ---)

@ Example: Transform Domain

v(D) w(DP)g(D)=(1+D*+D*+ D1+ D+ D* + D* + D)
1+0+D*+ D%+ DY+ DV + D + D

glDand g2 D?g1Dis 1 plus D square and this was 1 plus D plus D square. So g 1 D

square will be 1 plus D four
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Encoding of (n, 1. m) convolutional code

v = | +dp*p 40 *?

v(® 7= 1 3% 05408

v(D) =u(D")g(D) 96D+ o9™ 7

@ The encoding equations can alternately written as,

where g‘}(b) = l+‘DL -
f,(*) () = 1+0+d
S(D) a g'”(D"] . Dsi.’](Dn} . .+ D" tglnj(Dn)

@ Example: Time Domain
v=uG = (11. 01, 00. 10. 01, 10. 11, 00. 0O, ---)
@ Example: Transform Domain

v(D) wW(DP)g(D)=(1+D*+D*+ D)1+ D+ D+ D* + D)
nE . e . Nl . npi2
1+D+D*+ D%+ D%+ D"+ D? + DV

and this will be, so this will be 1 plus D four, 1 plus D four and g 2 D will be, g 2 D square,

this is,
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Encoding of (n, 1, m) convolutional code

ule = | 4p=+p 4 *
v(7= | 3p%3 06408
v(D) =u(D")g(0) 6D+ og™ 7

@ The encoding equations can alternately written as,

*

where '3;‘)“’) = 4o 2 - i
‘.’0) () = 14+bp¥d
8(0) 2 g(0") + DA (D") + - + D" 'g(D")

@ Example: Time Domain
v=uG = (11, 01, 00, 10, 01, 10. 11, 00. 0O, ---)
@ Example: Transform Domain

v(D) u(D?)g(D)=(1+D*+D*+ D)1+ D+ D* + D* + D%)
1+D+D*+ D%+ D%+ DV + D 4+ DV

so this, this term is given by this. I hope this is clear. So g 1 D is given by this. What we are
interested is g 1 D square, so g 1 D square will be given by this expression and we are
interested in g 2 D square. So this will be given by 1 plus D square plus D four. Now what is
our overall g D? This is given by g 1 D square plus D times g 2 D square. So then this will be
g 1 D square is 1 plus D four plus D times this, Ok. So this can
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Encoding of (n, 1. m) convolutional code

v = | +p=+p 40 *?

v(®7= 1 3% 05408

v(D) = u(D")g(D) D+ o9V 07

@ The encoding equations can alternately written as,

where
g(D) 13gm(Dn) i Dgl:‘J{Dn} e p 1+D H)"
@ Example: Time Domain 1+p? * 'DC|+-011' D‘)
v =uG = (11, 01, 00, 10, 01. 10, 11, 00, 00, ---)
@ Example: Transform Domain
v(D) wW(DP)g(D)=(1+D*+D*+ D1+ D+ D* + D* + D)

Nt . n? . pl. pi2
1+D0+D*+D°+ D'+ D" + D + D®

be written as 1 plus D four plus D plus D cube plus D five. So this is one plus D, this is 1,
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vl = |+p*p 4D ?
@ The encoding equations can alternately written as, o
¢ v(®7= 1 30305408

©)+ o 3™ 0"
Tao’

v(D) = u(D")g(D)
where
g(D) 2 g(D") + Dg?(D") 4
@ Example: Time Domain 1+p? ¥ 'D[:HJDJ’* D‘)
= 1+p%4p+p34D
v=uG = (11, 01, 00, 10, 01, 10, 11, 00, 00, ---)

@ Example: Transform Domain

v(D) wW(DP)g(D)=(1+D*+D*+ D)1+ D+ D+ D* + D)
1+D+D*+ D%+ DY+ D® + D + DV

this is 1,D D, D cube D cube, D four D four, D five D five, Ok. So this is our g of D. Now if
you multiply all of them, what we get is this. And we can write this, what is 1, 1 is 1, d is this,
d square is 0, d cube is 1, d four is 0, d five is 0, d six is 1, d seven is 0, d eight 0, d nine 1, d
ten 1, d eleven 0, d twelve 1, d thirteen 1 so this is our output sequence. Now compare with

this, what we got in time domain,
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v = | +dp*+p 40 *?

@ The encodin uations can alternately written as, )
= Y v(®7= 1 30%5 05402

v(D) = uw(D")g(D) 9“GD+ oq™ g,;)

Wi £ = 140> )| 22
(=) (> = 1+Dp+d -
g(D) 2 gV(D") + Dg? (D" T+ D" 14D 4D
o Sxamph: S e Domase 140¥ 4 (14074 %)

= 1+4p*4p+p3+ DT
v =uG = (11, 01, 00, 10, 01, 10, 11, 00, 00, ---)

@ Example: Transform Domain

v(D) = u(D")g(D)=(1+D*+D®+D%) 1+ D+ D+ D"+ D%
. W L, L e 1=
= 1+D+D*+D°+ D+ D" + D? + DV

opoi00)1011

11,11,01,01,00,00,10,10,01, 0 1.Sio you can see we are basically getting the same

sequence, 1 0 10, 1 1 1 1 and rest are all zeroes, here also we are getting all zeroes. So the

point to take is, these generator sequence that we
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wrote using this time domain representation, we can similarly represent them using this
display domain representation and it is lot more convenient to write in this particular notation
because then the output sequence is just product of the input sequence and this generator

sequence in this domain. So with this I am
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@ The encoding equations can alternately written as,

v(D) = u(D")g(D)
where

g(D) £ g(0") + Dg?(D") + - + D" 'g"(D")
@ Example: Time Domain

v =uG = (11, 01, 00, 10, 01, 10, 11, 00, 00, ---)
@ Example: Transform Domain

w(D) =

u(D*)g(D) = (1 + D* + D® + D?)(1 + D + D* + D* + D%)
1+D0+D*+D°+ D%+ D'+ D" + DV

going to conclude this lecture. I just want
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to make another point, that these generator matrix that we
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Encoding of (n. 1. m) convolutional code

@ The encoding equations can alternately written as,
v(D) = u(D")g(D)
where
&(D) £ g(0") + Dg(D") + -+ + D" 'g(D")
@ Example: Time Domain
v =uG = (11, 01, 00, 10, 01, 10, 11, 00, 00, ---)
@ Example: Transform Domain

v(D) w(DP)g(D)=(1+D*+D*+ D1+ D+ D+ D'+ D)
l‘D'D!'Dh‘Dq‘Dm‘D“‘Dli

saw, for example g 1 of D which we wroteas 10 1 and g 2 of D
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Encoding of (n, 1, m) convolutional code

@ The encoding equations can alternately written as, '%Ju ]{D.J <o
v(D) = u(D")g(D) cd"
where
g(D) & g"(D") + Dg®(D") + - - - + D" 'gl")(D")

@ Example: Time Domain
v=uG = (11. 01, 00. 10. 01, 10. 11, 00. 0O, ---)
@ Example: Transform Domain

v(D) u(DP)g(D)=(1+D*+D*+D*)(1+ D+ D* + D* + D)
l‘D‘D!'Dh‘Dq‘Dm‘DI:‘DIi

which is 1 1 1, it is typically represented using octal notation. So in many books when they

will describe the convolutional encoder for this, they will write it as 5 7 code because octal

notation of this is 5 and octal notation of this is 7, so in many places they will say it is a rate 1

by 2 5 7 code and what it means is, they are specifying the generator sequence using this

octal notation,
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® The encoding equations can altemately written 35, o'’(p) « (1.0 1
v(D) = w(D")g(D) go>=Ciry)
where P*"li (.5.; 1)
g(D) £ g"(D") + Dg?(D") + --- + D™ 'g"(D")
@ Example: Time Domain
v=uG = (11, 01, 00, 10, 01, 10, 11, 00, 00, ---)
@ Example: Transform Domain

v(D)

]

u(D*)g(D) = (1 + D* + D + D?)(1 + D + D* + D* + D9)
1+D+D*+D*+ D"+ D" + D2 + DV

thank you
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