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Introduction to Verilog
Lecture - 02
Verilog Ports, Data types and Assignments

In the last class, we are discussing about the basics of Verilog. So, we have discussed about
this number representation, logical operators, mathematic operators, conditional operators,

etc. ok.
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So, next one is the data types. So, basically, we have two data types; one is called a net,
another is register. So, in the net data type as I have discussed in the earlier lecture also so,
this net represents the physical connection between the structural elements. Suppose if you
want to connect the output of one gate to the input of other gate so, this is we will call this as

a net.

So, net basically represent the physical connection between the structural elements, and it
carries the value of the signal, the output of this AND gate, if this is 0 or 1 so, this net will

carry this information 0 or 1 and it will transmit to the input of OR gate. Suppose if the



driving end of the net is floating for example, if I have something like this, I have to connect

to this one, but this is floating.

Then this net value we will assumes a high impedance state z. So, the example of this one is
wire. So, basically, we can define this net as a wire. The second type is a register type. As the
name implies register, which can be used to store the information ok, a register is capable of

storing the information. So, this register represents an abstract storage element.

So, this is again it can be net or wire connected to the register takes the values stored in the
register and can be used as na input for the other circuit element ok. Suppose, if I store this
register, again we are going to define later register can be a scalar or vector ok. Suppose if |
have some block say memory block and if I define this as a register and if I define this wire is

equal to register, whatever the information on the register will be taken care by this wire.

If I connect this wire to some of the other circuit element, then the whatever the information
on register will be carried to this particular circuit element ok. So, the example of this register
type is reg, reg is the keyword used for the register and wire, wire is the keyword used for the

net. So, the default values for the net it is high impedance state, register it is don’t care.
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Next, we can have the scalars as well as vectors ok, the data type can be either scalar or

vector ok. As the name implies scalar so, all the entities representing a single bit is called as a



scalar whether that bit can be stored or changed or transferred. So, whatever the operation is a

single bit is normally called as a scalar ok example is here wire wl.

If I take this particular circuit ok here, we have three inputs a, b and selection are the inputs
and output is output y whereas this w1 is not accessible to the programmer ok. So, all the I
mean connections which are not accessible neither input nor output, we have to define by the

wire.

So, here only single output, the output of this OR gate is single bit so, we need a scalar. So,
this wire w1 if I define so, this will act as a 1-bit wire. And the other hand vector as a name
implies it is a multiple line that carries signals in cluster. So, basically like if want to I mean
transfer the data from the microprocessor to memory, this is a microprocessor and here we

have some memory suppose if it is having 8-bit data bus, this is D 7 to D 0, 8-bit data bus.

So, this is nothing but actually this is bi-directional. So, instead of writing this D 7 line is this,
D 6 is this so on up to D 0 instead of writing 8 lines separately, we will write using bus ok.
So, such type of the clustering of the single lines is called as a vector ok. So, the example is

we can have the wire with multiple lines msb and Isb ok.

Similarly, register can have some msb, Isb instead of representing all, if you want to represent
this data, you can represent with 7 and 0. So, this is example if I take wire 6 comma 0, this is
a 7-bit wire. So, what are these 7 wires? One is wire 6, wire 5, wire 4, wire 3, wire 2, wire 1,
wire 0. Instead of writing these many wires, we can represent with a vector wire 6 is to 0,

then some Clear so, Clear is the name of that particular wire say.

Similarly, you can represent for the memory also if you have register 0 to 3 or memory 0 to
64 ok so, this represents an array of 64 4-bit registers ok, this is 4-bit register, this represent
this 4-bit register and this is 64 arrays, an array of 64 4-bit registers can be represented in this

way register followed by memory.

And if I write just only simple register m means this is 5 1-bit registers if nothing is written
here only register is there means 1-bit, if 0 to 3 is mentioned this is 4-bit registers ok. So, this

is how we can mention, or you can represent the scalars and vectors in Verilog.



(Refer Slide Time: 07:50)

Ports
+  Ports provide the interface by which a module can communicate with its “,w‘"m,‘
environment. For example, the input/output pins of an IC chip are its ports. *‘q”
*  Port Declaration:- é‘%ﬂ:ﬁf
/ Linput) Input port
./ Gutput)Output port

/ inout)Bidirectional port

¢ Input Declaration
¢ Scalar

* input [ist of input identifiers ;

s L %0 (NeO
« Exemple: input A, B, c in; Kis 28 T o
ZHbL Sy B e P
* Vector St
* input [range] fist of input identifiers; "p
¢ Example: input[15:0] ‘A, B, data; - e
« Output Declaration s L [_-\,\;]
_ I
¢ Scalar Example: qutput c_out, OV, MINUS; seo3oS 5
¢ Vector Example: output [7:0] ACC, REG IN, data out; .
- s s O

Next coming for the ports. So, we have three types of the ports. So, it can be either input port,
output port or bidirectional port inout ok, these are the keywords used for this input port, this
is keyword for output port, this is keyword for bidirectional port ok. So, we can have either

the ports can be either scalar or vector ok.

For example, if I write in input A, B, Cin so, these are all scalars. So, this A, B, Cin are the
inputs ok. We can represent single keyword, we can represent as many numbers of signals as

possible ok. So, we have three signals, input signals where we can represent with input.

Suppose if we want to represent a vector, we have to represent a range. So, this A is 16-bit
width which is, vector B is also another vector, data is another vector. So, this is nothing but
A 15 to A 0 so, this 15 is to 0, A represents A 15 to A 0. Similarly, B 15 to B 0 and data also

data 15 to data 0, but all these three are defined as input ports ok.

So, there are some examples of the output ports also. Output port is defined as Cout it is a
single bit, this is a scalar ok and 0 volts which is ground, MINUS is a minus symbol. A
vector is again if you have 8 outputs, you can represent output 7, output 6 so on up to output

0, we can represent as simply 7 : 0 output.

Similarly, this output we are calling as accumulator, accumulator giving 8-bit. Similar register

in is 8-bit, data out is 8-bit ok. Similarly, you can have inout also you can use here instead of



output if a particular port is bidirectional port ok. So, basically, we have three types of the

ports: input port, output port and then, bidirectional port ok.
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Then, there are some event control elements ok. So, we know that in sequential circuits ok so,
we will apply the clock signal so, the sequential circuits can be either edge triggered, or level
triggered. If I take for example, a clock signal; ideal clock signal, this is ideal clock why
ideal? To change from 0 to 1, this is logic 0 logic 1, this is taking 0 amount of the time, to

change from 1 to 0 also, the time is 0 ok.

But practically, it will take some time. If I take the practical clock, there will be a rise time
and fall time type of thing. So, 0 to 1 it will take some time, this is the transistor time required
for changing 0 to 1. Similarly, 1 to 0 also it will take some time. From here to here, we will

be calling one period.

Over a period, a clock whether it can be ideal or practical normally, we will use practical
clock is having four portions; this is one portion, this is another portion, this is third portion,
this is fourth portion. So, the transition from 0 to 1 is called as positive edge or leading edge

and the duration over which the clock is equal to 1 is called as positive level.

And the transition from logic 1 to logic 0 is called as negative edge or falling edge and if

clock is equal to 0, it remains at 0, then this is called as negative level. So, we can define the



flip-flops or we can design the flipflops which can be either edge triggered, or level triggered
ok, but normally, this level triggered flip-flops will be having problem with race around

condition.

So, in most of the applications especially in counters and all, we will use edge triggered. See
in order to represent this edge triggered and level triggered so, we have to represent like at
whether a positive edge of the clock clk, this is positive edge is this, this positive edge in
Verilog will be represented by posedge means whenever the positive edge occurs, then only

the particular operation will take place ok. So, Current State is equal to Next state.

If I take the flipflop say D flip-flop with a clock this is input D, this is output Q, this is clock,
this is positive edge triggered. Negative edge triggered normally we will follow the notation
like a bubble here. If I take this clock, simply if we write clk, D, output Q, this is negative
edge. So, distinguish between positive edge and negative edge, we will place a bubble and

without bubble ok.

So, the meaning of this one is in case of D flip-flop, the output is equal to input, but when
does this output becomes input? Q is equal to D only, but at a very positive edge ok that is
what we are going to explain here. So, at a very positive edge, Current State is equal to Next
state ok. So, whatever the current state, it will be equal to next state means simply the output

will be transferred to the input.

And if I take another example where this is a level triggered ok, at A or B, output is equal to
A AND B, this is AND operation between A and B. So, in the previous lecture, we have
discussed this AND operation as A, B say output Y is equal to this, this is also AND

operation.

We just I mean understand the difference between these double AND and single AND. So,
this particular AND operation is called this is binary operation whereas, this particular AND
operation is called unary operation. So, this will take this A and B as a whole, this can have
any number of the bits and it will perform the AND operation whereas, this operation is

bitwise ok.



If of course, they are single bit, both will be same. If A and B are having multiple number of
the bits, then unary operation and binary operations are different so, binary you cannot
present for more than 1-bits ok, you have to represent you have to AND with each and every

bit whereas, here, as a whole you can perform this operation ok.

So, normally, this type of operation will be used in the data flow modelling that we are going
to discuss in the coming slides ok. So, this is Out is equal to A AND B means so, this output
of this AND gate will become A AND B, this will be executed see whenever a positive edge

occurs when A is equal to 1 or B is equal to 1.

If T apply here so, at this point when A is equal to 1 or when B is equal to 1, then only this
particular operation will be executed here, here and all ok otherwise, this output will remain
in the previous state ok. So, this is about the event control. So, we can control the events

based on whether this is a positive level or positive edge, negative level or negative edge ok.
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So, the next I mean operation is assignments. So, we can assign some variable to the some
other variable ok. So, there are basically two types of these assignments one is called
continuous assignment, another is procedural assignment ok. Again, in the procedural, we
have two types again this is blocking and non-blocking. Again, this will be used with data

flow modelling ok.



So, in continuous assignment so, as the name implies, we will assign values to the nets, net
can be either vector or scalar, this we have already discussed in the earlier slides ok. Here,
basically we are going to assign some values to the nets, it can be vector or scalar. So, when
does this particular value will be assigned is so, whenever the right-hand side value will

change.

So, for example, if I take this assign, assign is the keyword used for the either continuous
assignment or procedural assignment, whether it can be blocking or non-blocking so, for all
the assignments, the keyword is assigned. Here in this example, I have given assign out is
equal to inl AND with in2, this is actually as I have told this is behavioural, this is unary

AND operation.

So, they will be triggered whenever inl or in2 will change, this is AND gate output is out,
inl, in2 ok. So, whenever the value of the right-hand side, right-hand side is this, inl and in2.
So, whenever inl changes or in2 changes, then only this particular instruction will be

executed ok otherwise not. This is called continuous assignment.

Whereas the second type of assignment is procedural assignment. So, this drive are the
registers, this is normally used with the nets. As I have told there are two types of the data
types, one is net, and another is register. So, to deal with nets, we will use the continuous

assignments and to deal with the registers, we will use procedural assignments ok.

So, normally, this procedural assignment whether this is blocking or non-blocking always
uses with always and initial, there are two more keywords so, these keywords will be used in
this procedural assignment and also in addition to there are two more which is called as initial

begin and end.

So, these are other two keywords we are going to use ok. So, always this procedural
assignment in addition to this assign, we have to use always or initial and begin and end ok.
So, this will be clear if I give some examples in the next slide. Now, they are triggered when

the flow of execution reaches them, this is sequential.

So, for here, we have some assign statement so, this will be executed so, first this will be

executed, this will be executed, this will be after that this will be executed in sequence like C



whereas, here, this will be triggered whenever the one of the inputs that is right-hand side will

change ok that is the main difference between the continuous assignment and procedural.

Procedural is in a sequence that will be executed whereas, in continuous, whenever the
right-hand side expression changes, then only that particular assign will be executed. So, all
these statements inside this initial statement constitutes initial block. Similarly, all the

statements in always constitutes always block.

So, initial block starts from the time t 0 and execute exactly once during the simulation. If
there are multiple initial blocks, then all will be executed simultaneously at t is equal to 0 ok
and the execution completion that depends upon the instruction that are present in the initial

block ok. This will be clear if I give the examples now.
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So, again two examples, one with initial, another with always ok. So, this is initial or always,
always you have to use begin and end. Say whatever these statements that are present
between this begin and end are called as this is called initial block and this is called always

block.

So, when does this initial block will be executed? When does this always block is executed?

As I have told this will start at time t is equal to 0 and this will execute only exactly once, this



is some sort of initialization as the name implies. So, initial Sum I have defined for 0, initial

Carry also I have defined to 0 whereas, in always so, there is a condition A or B.

So, Sum is equal to this is exclusive OR operation in procedure or this data flow modelling,
this is XOR operation, unary exclusive OR operation and this is unary AND operation. So,
we know that for half adder Sum is equal to A exclusive OR B and Carry is equal to A AND
with B ok.

So, when does these two will be executed? Whenever A changes or B changes because if A
or B changes correspondingly, sum and carry also will changes ok that is always at A or B,
these two will be executed whereas, here this will execute only once at time t is equal to 0 ok.

So, that is the main difference between this initial and always blocks ok.

(Refer Slide Time: 24:54)

Assignments (cont.) ‘C\
2’ 0
R

¥ Procedural Assignments
*  Blocking assignment
- Blocking statements are executed in the order they are listed. v
- Theassignment opera(ows used in these statements (acts much like in traditional programming
languages). -
Ex:rega, b, c,reg 1, reg 2;

Initial — (4 = )
—

begin

a=l;
- b=0;v”
(% { '
@ CiEd (
i(a #10 reg_1=1'b0;
(-T #5 L:rég_l; £
o e 2=

end

So, as I have told in procedural, you have two types of assignments again so, one is blocking
assignment, another is non-blocking assignment ok. As the name implies blocking this will
block, non-blocking means it will not block the other operations ok. So, in blocking

assignment, they are executed in the order they are listed ok.

And the main difference is we are going to use is equal to operator in blocking assignment

whereas, in case of non-blocking assignment, we are going to discuss in the next slide, we are



going to use less than equal to ok, this is the one of the main differences between blocking

and non-blocking assignments.

So, I have given the example of the blocking assignment. So, I have defined the registers as a,
b, c, register 1, register 2 and I have given the initial, begin and end ok. So, I have given this
a register [ have defined with 1, b with 0, ¢ with 1, this is this will happen at t is equal to 0 ok.
So, there are I mean different ways to represent these delays. So, this symbol hash symbol

represents delay ok.

If these delays are not there, all these statements will be executed at t is equal to 0 because
these delays are present here ok. So, if I take this timescale at t is equal to O this is time, at t is
equal to 0 at this point so, a will become 1, b will become 0, ¢ will become 1 and this
represent that after 10 seconds, if I give this in seconds, after 10 seconds somewhere here at

10 seconds.

The register 1 is assigned with here this register 1 will be assigned with this is the I mean
number representation that I have discussed in the earlier lecture so, 1 stands for 1-bit, b
stands for binary, the bit value is 0 so, this is equal to 0. Then, the second statement
represents there is some other delay 5 so, after 5 more delays means total becomes 15 so, this

will add together ok.

So, at this point, ¢ will be assigned to register 1 so, ¢ was initially at t is equal to 0, 1 now, ¢
will become register 1 value which is 0. After 5 more seconds at 20 seconds, register 2 is
assigned to b value, b value was 0. This is how this all these statements will be executed in
sequence ok. If these delays are not there, all will be executed at t is equal to 0 only ok. So,
this is the example of blocking assignment and here, we are going to assign with is equal to

symbol ok.
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So, on the other hand, the other type of procedural assignment is non-blocking assignment.
As I have told so, here we will use less than or equal to, but do not confuse with this one, this
is not equal, less than or equal to ok, this is only assignment this is not less than or equal to,

this is only the notation, but exactly not this is a less than or equal to ok.

So, this will be assigned by this operator and a non-blocking statements does not block the
execution of the other statements in the list. So, unlike this previous one, here unless
otherwise I will execute this one, I cannot execute this so, this particular statement is

blocking this statement and also this statement.

So, this particular statement is blocking this statement ok that is why the name blocking. So,
this particular statement is blocking these two statements whereas, in case of non-blocking as
the name implies so, the execution of the current statement does not block the execution of

the other statements ok.

So, this will be a clear with this example. So, always at positive edge of the clock, begin and
end is required whether it is a I mean blocking or non-blocking assignments so, what you
have defined is B is equal to A, C is equal to B, D is equal to C so, these three statements will

be executed simultaneously.



So, this statement will not block this, this, this statement will not block this ok, like in case of
the previous blocking assignment ok. So, at every positive clock edge so, B is defined with A
so, B will become A and C will becomes B, but the new value of B is A initially, some value

will be there ok.

So, whatever this C will be assigned is this is old B because this statement and these
statements will be executed simultaneously unless otherwise this is executed, we cannot
assign this value here so, the value that is assigned to C will be the old B. Similarly, D is
assigned to C means this is not this particular new C, this is old C. So, see how we can

execute this non-blocking statement without blocking the other statements ok.
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Then coming for this different type of Verilog modelling or coding or modelling. Basically,
we have broadly we can classify into three modelling so, one is called behavioural, another is
called data flow, another is structural. Of course, in structural, I will define this as a two, one

is gate level as well as switch level or transistor level.

This is low level of abstraction so, we will have all details of the circuitry, and this is high
level, and this is medium level, moderate one ok. So, this behavioural is exactly same as the
C type of the programming. So, it becomes easier to write the behavioural code, but it will

not be optimized ok.



So, we are going to represent with some blocks only ok, the system some sort of the
architectural type of thing ok, this is architectural behaviour we are going to multiplication
say y is equal to a into b, this is multiplication, we will not mention what is the operation
inside this, this is only simple multiplication. What is the architecture inside this multiplier?
We will not mention, this is MUL will take a block with a and b so, output y is equal to is a

into b.

So, what is this circuitry that performs the multiplication of a and b will not be considered at
behaviour level ok because of that so, this will design its own multiplier and it will perform
this y is equal to ab so, in that way this is not optimized whereas, in data flow, normally we

will use a RTL type of modelling.

So, we have some details of this, but not gate level ok whereas, here, we will be having the
complete circuitry of the multiplier either in terms of logic gates if it is gate level, if it is
switch level even we have transistor ok so, this will be the more detailed one so, we can
easily optimize this because we know the entire internal circuit of this one, we can provide
some pipelining, parallel processing, some sort of the optimization techniques and we will get

mostly optimized design here.

So, if want more optimized design, we have to go for the structural ok, but the problem is for
the complex systems so, structural design becomes somewhat difficult ok, it will be
consisting of thousands of millions of the gates so, it becomes difficult to I mean write the
structural modelling. So, for normally the complex systems will go for the behavioural. They

are simple systems; it is better to always use structural and this data flow is in between ok.

So, I will explain this with an example so that we will get the clear difference between these
three types. So, of course, I am not going to discuss now here the switch level ok, I will take
one example. So, I will discuss how this behavioural code will be appears data flow and

structural ok.
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Addition is a high level construct Verilog compiler
will generate the code for addition

We have taken a simple example of Half Adder. So, behavioural so, half adder will be taken
as a simple block, I do not know what is the circuit inside this, I will take as a block which is
plus block with inl, in2 inputs, output is sum, carry. So, you have to define this, this is
module name you have to write, this is module is the keyword and this adder underscore b, b

stands for behavioural is the name of this module.

This is optional one, this is name of the module and we have to mention all the inputs and
outputs here and we have to clearly define using input, output ports as we have discussed in

the earlier slides, inl or in2 are the input ports, carry and sum are output.

Then, here we will write a single statement like assign carry, sum is equal to inl plus in2 ok.
So, this addition is high level construct, the Verilog compiler will generate the code for the
addition ok simply it will add and whatever the sum is assigned, sum is a resulted that will be
assigned to sum, carry resulted will be assigned to carry. I do not know what is the circuitry

inside this, just this is abstract level modelling.
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On the other hand, if I use this data flow design, these things are same, I have given just name
as d for data flow, this is optional one so, the remaining all are these are same except for the
name | have changed. Then here, we will use assign statement as I have told assign statement
ok. In this we are going to use blocking statement so that we can define this sum and then,

carry ok.

So, assign sum is equal to this I have told, this is unary exclusive OR operation. So, sum is
nothing but exclusive OR between both the inputs, carry nothing but this is unary AND
operation, then end module. So, this is somewhat I mean better than the previous model. Of
course, this is also not giving the complete details ok, but we are going to perform this

exclusive OR and AND operations.
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And the low-level modelling is a structural design ok. Here also this I have given as s name
as for structural otherwise, these three statements are same, here we need the circuitry so,
what is the circuitry of this one ok? Carry should be AND operation, sum should be exclusive

OR operation. So, we are defining this as gate 0, gate 1 ok.

So, we have to write directly AND gate, OR gate, we are going to use primitives, and is the
primitive used for the AND gate or XOR is the primitive used for the XOR gate ok. So, AND

g0 is the gate name, this is optional, you can give any name here.

Then, you have to mention the output followed by the inputs so, one output carry, two inputs
because we already define this input inl and in2 as input through the input port declaration,
sum and carry we have defined as output port using this declaration. So, the similarly

exclusive OR the sum is output, inl, in2 are the inputs this is endmodule.

So, here we should know this gate level circuitry of whatever the circuit that we are going to
model ok. Unless otherwise you do not know this gate level circuit, we cannot write the code
for structural design ok that is why this is more optimized ok. So, there are about three
different things and in structural also we have instead of gate level, you can have switch level

also.



Here, I have given just a simple example of this half adder to understand the difference
between these three types of the modelling. So, in the coming lectures, we will discuss in
detail about each type of the modelling. So, of course, first I will start with the structural
modelling which is gate level, then I will discuss about the switch level, then I will discuss
about the data flow, these two comes under structural, then I will discuss about the higher

level, which is called behavioural in detail with some examples ok.

Thank you.



