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Welcome  to  NPTEL  MOOCS  course  on  Computer  Vision  and  Image  Processing,

Fundamentals  and Applications.  In my last  class, I discussed about the concept  of stereo

vision that image formation in a stereo vision setup. In that discussion, I discussed about two

camera  configurations.  One is  general  camera configuration  and another  one is  canonical

camera configurations.

In  general  camera  configuration,  I  have  nonparallel  epipolar  lines,  but  in  a  canonical

configuration epipolar lines are parallel. So, I can convert the general camera configuration

into canonical camera configuration by using some transformation and that is called image

rectification.  So, after  image rectification 2D search problem is converted into 1D search

problem and that is the advantage of image rectification.

After this, I discussed about the concept of disparity map so we can find disparity map by

finding the horizontal displacement of the pixels of the left image and the right image and if I

compute the disparity values for each and every pixel of the images then I can determine the

disparity map and from the disparity map I can determine the depth map. So, also I discussed

some concepts like the constraints, some assumptions in finding the disparity maps. 

And also, some problems in finding the matching the problems like noise, the perspective

distortions, foreshortening factors, specular surface. So, all these cases I have discussed in my

last class. So, today I am considering the second part of this the stereo vision setup that is

how to find the matching between the left image and the right image that is called the stereo

correspondence. 

After finding the stereo correspondence, I have to determine the disparity map and from the

disparity map I can determine the depth map. Now for the matching of the left image and the

right image there are two approaches mainly one is the pixel-based method and another one is

feature based method. In pixel-based method, I have to compare the pixel intensity value of

the left image and the right image. 



And based on this comparison, I can find the matching pixels of the left image and the right

image and in this comparison actually we are getting the dense disparity map. In a second

approach, we can consider features I can select some of the image features and based on this

feature I can find the correspondence between two images, the left image and the right image.

This method will give the sparse disparity map.

In pixel based method, I am getting the dense disparity map, in case of the feature based

approach I am getting the sparse disparity map and in case of the pixel based method I can

consider a particular window that is called the search window and in this window I can find

the  corresponding pixels.  So,  let  us  discuss  these  two approaches  one  is  the  pixel-based

approach and another one is the feature-based approach.

(Refer Slide Time: 03:30)

So last class I have shown that is the disparity map here in this case you can see the disparity

is nothing, but the horizontal displacement between corresponding points. So, here I have

shown the left image this is the first one is the left image, the next one is the right image and I

have  shown  the  disparity  map.  So,  this  disparity  map  you  can  determine  based  on  the

horizontal displacement between corresponding points. 



(Refer Slide Time: 03:52)

And already I told you that there are two approaches for stereo matching. One is the pixel or

maybe the area-based approach and another one is the feature-based approach. In pixel based

approach, I can compare the pixel intensity values of the left image and the right image and I

can find the corresponding pixels in the right image and the left image and in the feature

based technique I can extract some features and based on this features I can do the matching.

So, first let us consider the pixel based that is the lower level method so I am discussing the

pixel-based method for matching the images the right image and the left image. 

(Refer Slide Time: 04:32)



Also I discussed about the matching challenges the problems like the perspective distortions,

image noise, the gains of the cameras may be different, specular reflections, occlusion. So

these cases I have already discussed about the stereo matching.

(Refer Slide Time: 04:49)

And also I have considered some assumptions,  some constraints  like epipolar constraints,

uniqueness  constraints,  the  maximum  and  the  minimum  disparity  values,  the  ordering

constraints, the local continuity assumptions. So, this assumption I have considered for stereo

matching the matching between the left image and the right image. 

(Refer Slide Time: 05:10)



So, in the pixel based correspondence I am searching the corresponding pixels. Suppose, I

have a pixel in the left image and I want to find the corresponding pixel in the right image for

this I have to do the matching and in this case I can consider one window that is the search

window. So in this search window I can find the corresponding pixels in the right image. 

So, corresponding to this pixel in the left image I can find the corresponding pixel in the right

image by searching in this particular window. The window is shifted you can see the window

is shifted and shifted like this and I want to find the corresponding pixels in the right image. 

(Refer Slide Time: 05:50)

This is the same thing I am showing here that is the pixel correspondence one is the left

image and another  one is  the right  image and I  am considering one window and in this

window I am doing the searching. So, that is the intensity based method. 



(Refer Slide Time: 06:04)

In intensity based method, we can consider this similarity measures like SAD sum of absolute

difference or we can consider the SSD sum of squared differences or maybe the measures

something like the cross correlation factor. So, based on this we can do the matching the

matching between the left image and the right image. So, how to do the matching I can show

you. 

(Refer Slide Time: 06:30)

So, suppose I have the image one image is f and one another image is suppose g I want to

find the correspondence between this two images. So, for this I am considering the window

based  method  so  I  am  considering  one  window  I  am  considering  this  window  I  am



considering. So, this measures I can consider the maximum and in this case i, j the pixel i, j is

within  this  particular  window  the  window  means  the  region  particular  window  that  is

considered. 

So, this measure I can use or maybe something the measure something like this I can use this

one i, j in this particular window and f i j minus g i, j this measure also I can use. So, this is

the nothing but the first one is the chessboard distance the second one is this is the Manhattan

distance, so already you know about the distances. One is the chessboard distance, the second

one is the Manhattan distance or maybe I can also consider this distance. 

This is called SSD sum square difference so sum square difference that is also the Euclidean

distance which is very popular Euclidean distance the Euclidean distance is very popular. So,

by using this we can also find the corresponding pixels that means this measurement I can do.

This cross correlation factor between these two images I can write like this, this is the cross

correlation. 

And in this case also I am considering window this is called the cross correlation. So one is

the chessboard distance, one is the Manhattan distance, one is the Euclidian distance and the

cross correlation also I have defined.  So, suppose what is SSD? SSD is nothing,  but the

summation of f minus g whole square so I can write like this simple expression f square plus

g square minus twice f g. 

So, in this case this is constant if you see this is constant and this is also constant. So this is

nothing, but you can see this is nothing but the cross correlation that means the SSD actually

also give the value of the cross correlation in this case. So, by using this measure we can find

the similarity between the pixels and based on this I can do the matching. 
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The next point I want to show you that feature based matching. In feature based matching, we

can consider features like edge points, lines in the image, the corner points in the image or

maybe the boundary pixels by using this features we can compare the left image and the right

image and in this case I am getting the sparse disparity map. 

In case of the pixel based method, we are getting the dense disparity map. But in this case I

am getting the sparse disparity map. So, in this case in feature based technique I can give one

example.

(Refer Slide Time: 10:55)



The example suppose I am considering one image. The left image is something like this there

is a image one suppose object is something like this one object is there and I have another

objects that is in the left image. One is the left image and one is the right image. So, from

these images I can determine I can find the features the features maybe something like the

edge point.

Line segments or maybe the corner points I can consider. This features I can consider and

based on this I can determine the similarity measure S I can determine theta l minus theta r l

means the left image and r means the right image. So, theta I am considering some orientation

of a particular line. Suppose l means the orientation in the left image and theta r means the

orientation in the right image. 

And w1 I am considering the weight some weight I am considering and suppose another one

is w2 ll minus lr depth also I can consider. This will be square or w3 maybe something like

this il minus ir whole square so like this I can find the similarity measures. So, first one is I

am considering orientation of a particular line. So theta l means the orientation in the left

image theta r means orientation in the right image. 

Similarly I can consider the length of a line particular line in the left image and the length of

a line in the right image and in this case the average intensity along a particular line in the left

image, average intensity along a particular line in the right image. So like this I can consider

the features  based on this  similarity  measures.  So,  this  image matching problem is  quite

important some applications like this, the applications like image fusion. 

In my first class, I explained the concept of the image fusion, the image matching problem is

quite important for the applications like image fusion. In image fusion, suppose we have the

images like the multi focus image or maybe the multi exposure image. I will explain this one

image  fusion.  Another  application  is  image  mosaicking  that  means  I  can  consider  the

construction of multiple images. 

I can write like this constructing multiple images of the scene into a larger image that means

the output of the image mosaic will be the union of two input image. Image fusion concept I

have explained.  Suppose,  I  have one image that  is  the multi  focus image another  one is

suppose multi exposure image or maybe suppose I have the image corresponding to infrared

imaging and another one is the visible vision of the spectrum that is the visible image. 



Then in this  case I  can fuse the image both the image I  can fuse and in this  case I  am

considering the important information from both the images I can consider and I can neglect

the redundant information that is the concept of the image fusion and imaging mosaicking

mainly the output of the image mosaic will be the union of two input images. So, for this

application we have to do image matching. 

(Refer Slide Time: 15:58)

Now in case of the intensity based method already I have explained that we have to compare

a pixel values. So, in this case I will be getting the dense disparity map and for this we need

the textured image and in this case it will be sensitive to illumination changes, but in case of

the feature based method it is relatively insensitive to illumination changes because we are

considering the features only not the pixel values.

And in this case we will be getting the sparse disparity map in case of the feature based

method  because  we  are  comparing  the  features  so  this  method  will  be  faster  than  the

correlation based method. You can see the comparison between the intensity based method

and the feature based method.



(Refer Slide Time: 16:37)

And  if  I  consider  three  or  more  viewpoints  then  in  this  case  I  will  be  getting  more

information  for  the  matching,  but  in  this  case  we  have  to  consider  additional  epipolar

constraints. If I consider more viewpoints if I use more cameras then the common field of

view will also increase. 

(Refer Slide Time: 16:52)

So, in summary I have shown here first one is the left image and the right image obtained

from the stereo cameras one is the left camera another one is the right camera and after this

we have to do camera calibration. Camera calibration means the estimation of the intrinsic



and the extrinsic parameters of the camera that is camera calibration. After doing the camera

calibrations, we are getting stereo image pairs.

One is the left image another one is the right image and that corresponds to general camera

configurations. After this, I can do image rectification. So, if I do the image rectification the

2D search problem is converted into 1D search problem. So, after this we have done the

image rectification. After doing the image rectification we do the stereo correspondence. We

can do the stereo matching.

So already I have explained two method one is the pixel based method another one is the

feature based method. So by this we can find the correspondence between the left image and

the right image. After determining the disparity map the next step is we can determine the

depth map from the disparity map we can determine the depth map and finally this depth map

can be applied for some applications.

In this case I have shown one application that is for the robotic vision and for robotic vision

this depth map can be used. So, this is the summary of this discussion. First, we have to do

the camera calibration the estimation of the intrinsic parameters and the extrinsic parameters

and after this we have considered the stereo image pairs that can be rectification by image

rectification procedure.

After this, we have to find the disparity map for this we have to find the disparity between the

pixels. If I determine the disparity values for all the pixels of the image then in this case I can

determine the disparity map. After finding the disparity map, we can determine and from the

depth map depth map can be applied for any applications. 
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So summary you can see so we have considered a stereo vision and after this we considered

two problems. One is the matching problem and next one is the reconstruction problems and

for matching we have considered two approaches one is the area based approach another one

is the feature based approach. So, this is about the stereo vision concept. 

(Refer Slide Time: 19:11)

So, next topic is in this class I am going to discuss that image reconstruction from series of

projections  and  that  is  very  important  topic,  the  image  reconstruction  from  a  series  of

projections  that  is  nothing  but  3D  representation  of  a  particular  object  from number  of



projections. So, we will be taking number of projections and from this projection I can get the

3D representation of the object for better visualization. 

This concept is applied in the case of CT Scan, CT Scan means the computed tomography. In

x-ray imaging if you see it is nothing, but the 3D to 2D projections. So that means we are

losing information in x-ray imaging, but in the CT Scan we can get the 3D representation of

the internal part of the organ or maybe some objects based on the projections. So, for this I

will be discussing one concept that called the Radon transform. 

So by using the Radon transform you can find the projections at different angles and after

getting the projections we have to do the back projections that is the inverse Radon transform

we have to do and so that we can get the 3D representation of the object. So, first one is the

projection by using the Radon transform and after this we have to consider the inverse Radon

transform for  reconstruction.  So,  this  principle  is  called  the  image  reconstruction  from a

series of projections and mainly one application I have highlighted that is the CT scan. 

(Refer Slide Time: 20:43)

So, here you see the non intrusive medical diagnosis the first example I have shown the x-

rays. So x-ray is nothing, but it is 3D to 2D projections. So, if you see this is the x-ray image

so in the x-ray image the intensity of the x-ray image is mainly depends on the x-ray energy

that is mainly depends on the absorption of the x-ray by the object. 

So, this is my object so this intensity of the pixels of this x-ray image depends on the amount

of x-ray,  amount of light  absorbed by the object  that depends on the absorption.  So that



means it is nothing but the 3D to 2D projections. Suppose, in the second case what I am

considering the object is this and I have the source the x-ray source and we have the detectors

the photo detectors. 

Now, in this case the source is moving the source is rotating and also the detector is rotating

like this. So, in this case I will be getting number of projections I can get 10 projections, I can

get 15 projections so I will be getting number of projections. From this projections, I want to

get the 3D representation of the object. 

So here you can see this is a computer for processing and after this, this is nothing but the

reconstructed cross section that is the 3D representation of the object from the projections and

in this case if you compare this image and this image the x-ray image and this image you can

see visually the second image has more information as compared to the first image. So the

second principle is the CT scanning the CT scan means the computed tomography. So, this is

the principle of the x-ray and the CT scan. 

(Refer Slide Time: 22:41)

Here also I am showing the same principle. The source is rotating and also the detector is

rotating then in this case I will be getting number of projections. From these projections, my

objective is  to do the reconstruction  that  is  after  reconstruction it  is  nothing,  but  the 3D

representation of the object. 

So in this arrangement in this configuration I am getting number of projections because the

source is rotating and the detector is rotating. And in this case I will be getting number of



projections like this, this is one projection and this is another projection so like this I will be

getting number of projections. 

(Refer Slide Time: 23:19)

The same principle I am showing here the source is rotating and you can see the detector is

also rotating. This is my source and the detector is rotating. So, in this case you can see I am

getting one projection and suppose it is rotated by a particular angle and corresponding to this

I  am getting  another  projection  like this  I  am getting  the number of projections.  This  is

mainly the rotation of the source and the detectors. 

This  arrangement  if  I  compare this  arrangement  another  arrangement  shown in the b the

second arrangement. In this case the source is not moving instead I am considering the fan

beam emission the beam is rotating. This is the source the x-ray source now the beam is

rotating and this  is my object  and this  is  the detector.  So,  in this  case also I  am getting

number of projections. 

The first  configuration  and the  second configuration  the concept  is  very similar,  but  the

principle is slightly different. In the second case the source is not moving, but instead we are

considering the fan beam emission. So, the beam is rotating and in this case I am getting

number of projections. So, from the projections my objective would be 3D representation of

the object that is 3D reconstruction. 
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Now let  us  consider  the  Radon transform.  What  is  Radon  transform? In  this  case  I  am

showing the object first after this the coordinate system corresponding to the object is x and y

coordinate. One coordinate is x another coordinate is y so this is corresponding to the object.

This is the direction of the x-ray I am considering the x-ray in this direction. So, in this case I

am considering another coordinate system that is s and u. 

In polar coordinate I am considering s and theta. So one is s another one is theta. So s theta

represents the coordinates of the x-ray relative to the object. So, in this diagram I have shown

two coordinate  system one is  x  and y coordinate  system another  one  is  the  s  and theta

coordinate system. What is s and theta means I am considering s and theta coordinate system

and another one is x, y. 

In polar coordinate is s theta in rectangular coordinate in Cartesian coordinate it will be s u.

So, I have two coordinate system one is x, y coordinate system another one is the s theta

coordinate system. So s theta represents the coordinate of the x-ray relative to the object.

Now in this case you can see corresponding to this x-ray I am getting the projection,  the

projection is represented by g s theta. 

So  what  is  the  image  reconstruction  problem?  The  image  reconstruction  problem  is  to

determine f xy from g s theta. What is g s theta? G s theta is the projection I am considering

corresponding to the object the object is f x, y and in this case I am getting the projection the



projection is g, s theta. So, it is a linear transformation the projection from f x y to g s theta

and in this case considering the particular angle the angle is theta.

At a particular angle theta I am determining the g s theta, g s theta is the projection that

means I am getting one projection. If I change theta then in this case I will be getting another

projection so like this I can get number of projections. So fix theta to get 1D signal that is g

theta S that means I am getting one projection that is g s theta corresponding to a particular

angle. 

Now what is g s theta? G s theta is nothing, but it is the line integral f x, y along the direction

the direction is in the direction of u along this direction that is the definition of the g s theta.

The projection of an object f x, y along a particular line, line is I am considering this line

suppose line number is 1 and second line is number 2 I have two lines 1 and 2. So, projection

of an object f x, y along a particular line is given by g s theta so it is f x, y du that is the line

integral.

And already I told you what is the image reconstruction problem? The image reconstruction

problem is determination of f x, y from g s theta that is the image reconstruction problem.

Now the concept  of  the Radon transform is  like this  the value of  the 2D function at  an

arbitrary point is uniquely obtained by the integrals along the lines of all directions passing

through the points. 

So that means in this case I am considering the line integral. Now what is the equation of the

line the line number is 1 suppose the equation of the line number 1 is x cos theta plus y sin

theta is equal to 0. In this case what is the line 1? Line passing through the origin and whose

normal vector is in the theta direction. The normal vector is this is the normal vector whose

normal vector is in the theta direction.

What is the line number 2? The line number 2 is the line whose normal vector is in the theta

direction and whose distance from the origin is s. So, corresponding to line number 1 the

equation is  x cos theta  plus y sin theta is equal to 0 that is the equation of the line and

corresponding to this the s value will be 0 you can see the x value is 0 and I have the theta

value 0 theta because theta I am considering particular theta the projection is g 0 theta. 

The g 0 theta is double integration from minus infinity to plus infinity f x, y is the object delta

function x cos theta plus y sin theta dxdy. Why I am considering the delta function? Delta



function is the dirac delta function, dirac delta properties delta 0 suppose d s is equal to 1 this

is the property of the dirac delta function that means delta n is equal to 1 for n is equal to 0 is

equal to 0 otherwise. This is the dirac delta function. 

So, in this case I am considering this dirac delta function because I want to determine the

integration along this particular line the line is this line that means along this line the value of

the dirac delta function will be 1 because x cos theta plus y sin theta is equal to 0. So that

means the delta 0 will be 1. I want to determine the integration along this particular line. So,

that is why I am considering the dirac delta function.

What is the equation of the second line? The equation of the second line the number two line

you can see x minus s cos theta cos theta plus y minus s sin theta so finally I will be getting

the equation of the second line. The equation of the second line is x cos theta plus y sin theta

minus s is equal to 0. So this is the equation of the second line. The second line is the line

whose normal vector is in the theta direction.

And whose distance from the origin is s so that means this line is in the theta direction and

what is the distance from the origin? The distance from the origin is s so equation of the line

number two is x cos theta plus y sin theta minus s equal to 0 that is the line number 2.

(Refer Slide Time: 30:30)

Corresponding to the line number 2 then in this case I have the g s theta so this is my g s theta

corresponding to line number 2 so I have the g s theta. G s theta is f x, y and I am considering

again the dirac delta function dxdy. So, this is called the Radon transform. This expression is



called  the  Radon transform.  So corresponding to  the  line  number 2 here  this  is  the line

number two this is the Radon transform.

And already I have define the Radon transform for 1 that is g 0 theta corresponding to the line

number 1 and if I consider the line number 2 the g s theta is this expression that is the Radon

transform. This g s theta I can display as an image and that is something like this I can put

like an image so it is s and theta suppose theta maybe 0 degree, 90 degree, 180 degree. So, I

can plot this one that is theta versus s I can plot like an image.

And this is called the Sinogram g s theta is displayed as an image. So, this is called the

Sinogram. Now in this case I am considering one case that means suppose already I have

explained the rotation case. Rotation of a particular point or vector suppose so one vector is

suppose x, y and suppose this is r at an angle theta 0 and this vector is rotated x dash y dash

the new position is x dash y dash this vector is rotated and this angle is theta. 

So, corresponding to this rotation, rotation of this vector what is my transformation matrix?

The transformation matrix you can determine cos theta minus sin theta cos theta this is my

transformation matrix for the rotation. So you know about this rotation matrix suppose the

axes rotation I am considering one is the x, y coordinate system that is the x, y coordinate

systems and I have another coordinate system s and u suppose. 

So, how I am getting the s and u coordinates system by rotation of the x, y coordinate system

by an angle theta. So, I have shown the theta here this is theta. So by rotation I am getting the

s and u coordinate system. So, I have two coordinate system one is x and y coordinate system

another one is the s and u coordinate system. Corresponding to this, my transformation matrix

the rotation matrix will be simply cos theta sin theta minus sin theta cos theta you can verify

this one. 

In the first case I am considering rotation of vector in the second case I am considering the

axes rotation. So, here I have shown I have the x, y coordinate system. How to get the s and u

coordinate system? You can see here in this diagram also x and y coordinate and I have the

another coordinate system and that is s and u. So how to get s and u coordinate system? If I

rotate x, y coordinate system by an angle theta then in this case I will be getting s and u

coordinate system that is the axes rotation. 



So corresponding to this, this is the transformation equation the transformation matrix is cos

theta sin theta minus sin theta cos theta. So from this equation you can see what will be the

value of s? S is x cos theta plus y sin theta and x is equal to s cos theta minus u theta sin theta,

u is equal to minus x sin theta plus y cos theta and y equal to s sin theta plus u cos theta. 

Now based on this I want to verify whether x cos theta plus y sin theta minus s should be

equal to 0 because you know that corresponding to the line number 2 it is x cos theta plus y

sin theta is equal to s this is the equation of the second line the line number 2 so that I want to

verify. So you know x cos theta plus y sin theta minus s that should be equal to 0. From this

you can see x cos theta plus y sin theta minus s should be equal to 0. 

So, if I put this value here I am just putting the value of the x, I am putting the value of y and

just after doing some simplification I am getting 0 that means my equation is correct equation

of x cos theta plus y sin theta minus s is equal to 0 that is the equation of the line number 2. 
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Now the transition from x, y coordinate to s and u coordinate system there is no expansion or

there is no shrinkage that means the area will be same dxdy is equal to dsdu. There is no

expansion and there is no shrinkage because of this transition from xy coordinate to s and u

coordinate. So that means in this case we have this equation you can know this is the equation

Radon transform equation g s theta f x, y.

I am considering the delta function delta x cos theta plus y sin theta minus s dxdy this is

called the Radon transform, this is the Radon transform equation and corresponding to the



line number 2 my equation x cos theta plus y sin theta minus s and we have this the value of

the x and y coordinate x is equal to s cos theta minus u sin theta y is equal to s sin theta plus u

cos theta. 

So, putting all this value in this equation the Radon transform equation g s theta I am just

putting the value of x and y here and this is x this is y and what is this? X cos theta plus y sin

theta minus s that is equal to 0 so I am considering delta 0. What is the delta 0 value? Delta 0

value is integration delta 0 value is 1 and also you can see I am just changing the dxdy into

dsdu.

So because the transition from xy coordinate to su coordinates yields no expansion or no

shrinkage so that is why dxdy is equal to dsdu. So just I am putting dsdu here then in this case

I have the final expression. The expression is g s theta f s cos theta minus u sin theta, s sin

theta plus u cos theta du. 

This equation is called the Ray Sum equation. This is a very important equation that means I

am getting one projection along this particular line the line is number 2. So that means just I

am doing the summation along this particular line. So this is the Ray sum equations. 
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Now this diagram I have shown that is one example of the image Radon transform this is

called the Sinogram. So corresponding to this image, I have the Radon transform the Radon

transform you can display like an image and this is called the Sinogram. 
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Now representation in polar coordinate system. So how to represent in the polar coordinate

system? So we have the x and y coordinate systems and suppose I am considering this line

and in this case you know s coordinate and the theta coordinate you know that is the direction

of the normal so theta is this and suppose if I consider this is the point P and suppose if I

consider this vector the vector is r.

So what will be the x if I do the projection of here x will be r cos phi I can determine the x

component and also I can determine the y component r sin phi and what is s my equation for

s is equal to x cos theta plus y sin theta and after this I can put the value of x just putting the

value of x r cos theta and just putting the value of y r sin phi and finally I will be getting r cos

theta minus phi. So corresponding to this that means corresponding to this I have this one.

So, this equation that is r cos theta minus phi I am showing here r cos theta is this equation I

am showing this diagram I have shown that is the cosine function I am showing cos theta

minus phi. So, I can write this the point P the point is mapped into a sinusoid in the s theta

plane. So, in this case I have shown this is the s theta plane this is s and this is theta. So that

means the point P is mapped into a sinusoid in the s theta plane that is the case I am showing

the mapping. 

So, the point P this point P is mapped into a sinusoid the sinusoid is represented by cos theta

minus phi in the s theta plane and for a fix point r phi we have a locus of all the points in the s

theta. So, this is the representation of this equation s is equal to x cos theta plus y sin theta in



a polar coordinate. So, in a polar coordinate I can represent this equation s is equal to x cos

theta plus y sin theta.

(Refer Slide Time: 40:02)

So here I want to show some examples of the Radon transform. 

(Refer Slide Time: 40:05)

The first one is the Radon transform corresponding to this image that is the full circle in

Radon transform and corresponding to this I have shown the Sinogram.



(Refer Slide Time: 40:13)

In the second example also I am considering the thin stick bar and corresponding to this I can

find the Radon transform in this equation. So, you can write compute program for the Radon

transform.  So,  up  till  now I  discussed  the  concept  of  the  Radon  transform.  So  how to

determine  the  Radon  transform  that  concept  I  have  discussed  that  means  I  am  just

determining the projection along a particular line. 

I have shown the equation of the line two line, I have shown one is x cos theta plus y sin theta

is equal to 0 and what is the equation of the second line? The equation of the second line is x

cos theta plus y sin theta is equal to s. So, just I am defining the projection along a particular

line.  So  first  I  have  define  the  Radon  transform  and  after  this  I  have  considered  some

equations to find the Ray Sum equation. 

So, Ray Sum equation also I have explained. So, that means this concept I am explaining that

is how to get the projection of an object. The object is f x, y and corresponding to this f x, y

the projection is represented by g s theta. So, in my next class I will discuss about the image

reconstruction that means how to reconstruct the image f x, y from g s theta, g s theta is the

projection. 

So, I can apply some techniques like the back projection technique or another technique is the

Fourier transform technique. There are some other techniques also mainly I will discuss these

two techniques, one is the back projection technique and another is the Fourier transform

technique. So, how to reconstruct f x, y from g s theta; that is f x, y the object, so I can



determine the projection along this lines, along the line 1, along the line 2 for a particular

angle. 

So, like this if I change the angles then in this case I will be getting number of projections.

The theta angle I can change and corresponding to each and every theta I will be getting one

projections. Now, the next class I will be discussing how to reconstruct f x, y from g s theta.

So, let me stop here today. Thank you. 


