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Welcome to NPTEL MOOCs course on Computer Vision and Image Processing - Fundamentals

and Applications. Up till now I have discussed about some image processing concepts, so now I

will discuss about image features. I can give some examples of image features; colour, textures,

edges or the boundaries are the examples of image features. So, how to extract these features, so

I am going to discuss and these features can be extracted in spatial  domain or in frequency

domain.  So,  today first  I  will  discuss  about  colour  features  and after  this  I  will  discuss  the

concept of edge detection. So, let us see what are the colour features.

(Refer Slide Time: 1:16)

So, here you can see, I have shown the input image and I have shown a block that it is a feature

extraction, so I can extract features like may be the colour is a feature or may be the texture I can

consider or may be the edges or the boundaries I can consider or may be the shape of an object I

can consider as image features. And after extracting image features, I can go for decision making

that is pattern classification. So, I can classify different images based on these features. So, first

let us discuss about the colour features.



(Refer Slide Time: 2:03)

So, the first feature is the colour histogram, so in my lecture of image enhancement, I discussed

about how to determine histogram of an image, Similarly, I can determine the colour histogram

of  an  image,  so  it  defines  the  image  colour  distribution  and  mainly  the  colour  histogram

characterize the global distribution in an image. I can compare two images by histograms. So, in

this  case I  can consider  the colour models like HSI colour model,  Y CbCr colour model  or

maybe the lab colour models I can use. Because they give better results as compared to the RBG

colour space.

So,  this  colour  histogram characterizes  the  global  distribution  of  colours  in  an  image.  And

already I told you that it can be used as an image feature. So, for colour histogram that means to

extract colour histogram from an image, and the color space can be quantize into a finite number

of discrete levels and after this, each of these quantization levels is been in the histogram. So,

that concept already we know, how to calculate, how to determine histogram of an image and

after this we can compare two images based on this colour histogram. 

So, here you can see I am doing the comparison between the two images by considering colour

histogram. So, I am considering two images, one image is M and another image is N. And I am

defining the histogram for the first image and the histogram for the second image I am defining

like this. Then in this case, I can find the dissimilarity or maybe the similarity between two



histograms and based on this I can discriminate or maybe I can compare two images. So, this is

about the colour histogram. 

(Refer Slide Time: 4:10)

The  another  point  is;  the  another  feature  is  the  colour  correlogram.  In  case  of  the  colour

histogram, the spatial information is not available, so that is why we consider this feature, that

feature is the colour correlogram. The spatial correlation of pairs of colours that changes with

distance, that I am considering for this feature. In case of the colour histogram, that information

is not available, that is the spatial information is not available. 

So, in colour correlogram we consider that information, the information is the spatial correlation

of pairs of colours that changes with distance and in this case it is mainly the histogram but we

consider the spatial  information.  The another colour feature is the colour moments, so in the

colour moments, I can determine the first order moment, so you can see I can determine the first

order moment. The second order moment also I can consider, that is nothing but the standard

deviation I can determine. And also I can determine the third order moment that is nothing but

skewness of a colour.

So, in this case what is this  Pij
c, so this is the value of the Cth colour component of the colour

pixel in the ith row and jth column of an image. So, Pij
c it is represented like this, that is the value

of the Cth colour component of the colour pixel in the ith row and jth column of the image. So, this



colour  moments,  I  can  extract,  the  first  order  moment,  the  second moment,  the  third  order

moment and that I can determine. So, this is nothing but the skewness, skewness of a colour.

(Refer Slide Time: 6:32)

The another, the descriptor , the colour descriptor is the MPEG-7, the MPEG-7 colour descriptor,

the Moving Picture Experts Group – 7 the colour descriptors. So, it mainly comprises of the

histogram descriptors,  a dominant  colour descriptor  and a Colour Layout Descriptor.  This is

about  the  colour  descriptors,  the  MPEG-7  colour  descriptors.  So,  for  dominant  colour

descriptors, a set of dominant colours in an image or a particular region of interest is selected.

And in this case for colour descriptors, a short description of the most widely used colour space a

model is defined.

Generally, we in this case we consider the Y CbCr model is considered. So, the CLD that is CLD

means the Colour Layout Descriptor, a CLD is a compact MPEG-7 visual descriptor and in this

case it is designed to represent the spatial distribution of the colour in the Y CbCr colour space,

that we consider this the CLD. For this what we have to do, the given image or a region of

interest of an image is divided into 8 by 8, that is 8 by 8 means, 8 by 8, into 8 by 8 means the 64

blocks. So, that means the given image or a region of interest of an image is divided into 64

blocks. 

And the average colour of each block is calculated as its representative colour. And finally what

we can do, finally the discrete cosine transform is perform in the series of the average colours



and I can consider few low frequency coefficients, that means we can select few low frequency

coefficients are selected. The CLD is from after quantization of the remaining coefficients, this is

about the Colour Layout Descriptor. So, I am not explaining in details, so if you want to read in

details  you can see the books or maybe the papers,  the research papers for MPEG-7 colour

descriptors. 

Another one is scalable colour descriptors. So, it is mainly the Harr-transform-based encoding

scheme and that is used to measure colour distribution over an image. So, for this the HSI colour

space is used and it is quantized uniformly to 256 bins. And finally the histograms are encoded

using a Harr transformation. So, if I use the Harr transformation, that means we have to, we can

consider the scalability. A scalability is important. 

So, again I am not explaining in details, but for understanding of this concept, you can see the

papers, the research papers and the books. One is the MPEG-7 colour descriptors, another one is

scalable color descriptors. So, this is about the colour features, so we have considered colour

histogram,  colour  correlogram,  colour  moments  and  regarding  the  descriptors  we  have

considered MPEG-7 colour descriptors and the scalable colour descriptors. 

(Refer Slide Time: 10:01)

The next topic is the concept of the edge detection. So, edge detection is a very important image

processing step that how to detect the edges and the boundaries. But it is a very difficult image

processing  task  because  mainly  it  depends  on  many  cases  like  I  can  give  one  example,  in



different illumination conditions, the number of edges in an image will be different. Suppose, if I

consider a low light condition and if I consider a very good light condition, the number of edges,

the number of edge pixels will be different in both the cases.

So, that is why the edge detection is a very difficult task in image processing. Another point is,

suppose  for  image  segmentation,  the  edge detection  is  quite  important.  Image  segmentation

means the partitioning of an image into connected homogeneous region. So, I can determine the

edges, I can determine the boundaries and based on this I can do the image segmentation. And

mainly suppose if I want to consider the separation of the foreground and the background, so

based on the edge detection principles, I can do this. 

I  can  determine  the  edges  and  I  can  determine  the  boundaries  and  after  this  I  can  do  the

segmentation.  So, edge detection is  a very important  image processing step and edges I can

consider as a feature. Now, let us see how to determine the edges, how to detect the edges. So,

before explaining this concept, I can show the concept of the edges and the boundaries.

(Refer Slide Time: 11:40)

So, here you can see, the edge detection is one of the important and difficult operations in image

processing. And in this case already I have explained this one that is for image segmentation is

nothing but the partitioning of the image into connected homogeneous region. So, for this also

the  edge  detection  is  quite  important.  An  edge  indicates  a  boundary  between  objects  and

background.



(Refer Slide Time: 12:10)

So, you can see here in this example, the boundaries of objects that is marked by many users,

you can see. So, it is very difficult to find the accurate boundary.

(Refer Slide Time: 12:22)

The next example I can show you, the boundaries of objects from edges. So, in this case, I can

determine edges of an image by using some gradient principle, that is the brightness gradient I

can determine. This concept I am going to explain after some time, so based on the gradient

information, I can determine the edges and from this I can determine the boundary. But the main

problem is missing edge continuity, that is one problem and many unwanted edges I am having



because  of  this,  the  selection  of  the  gradient,  how to  select  the  gradient  and  what  are  the

thresholds, because in this gradient methods I have to select the threshold. So, based on this I

may get many unwanted edges, the edge pixels. 

(Refer Slide Time: 13:14) 

And here I am showing one example that is the boundary of the objects from edges, then in this

case I am using the multi-scale brightness gradient, that I am going to discuss, but in this case,

you can see low strength edges may be very important. So, in this example I have shown the

boundaries of the objects from the edges and for this I am considering the multi-scale brightness

gradient.  But in this case you can see minor edges or may be the low magnitude edges are

missing, because of the selection of the threshold. So, that may be also important, that is the low

magnitude edges, small-small edges that are missing in this output.
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And sometimes  it  is  very difficult  to determine  the boundaries.  So,  here you can see,  I  am

considering one ultra sound image and corresponding to this ultra sound image you can see it is

effected by speckle noise. It is effected by speckle noise, in this case it is very difficult to find the

edges and the boundaries. 

(Refer Slide Time: 14:21)

And in this case for these images, you can see this type of images, it is really very difficult to

find the edges and the boundaries, even for humans. Now, I will discuss the concept of the edge

detection, so how to determine the edges in an image. So, let us see the principle.
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And here in this example I can show you, corresponding to this input image, you can see the

edges of the image. So, for this I am applying the gradient information, so how to determine the

gradient information and based on this gradient information how to determine the location of the

edge pixels that concept I am going to explain now.

(Refer Slide Time: 15:08)

Suppose I am considering one image, so this side is one side and that is another grayscale value.

So, this is the edge, edge means the abrupt change of intensity value. So, you can see the location

of the edge corresponding to the point x naught. So, if I draw the 1D profile of this one, the 1D



profiles  will  be  something  like  this,  so  corresponding  to  the  location  x  naught  and  I  am

considering the 1D profile, so it is fx suppose, so in the left side of the image you can see one

intensity the brightness, in the left side of the image you can see one the grayscale value and

after the, if you see the right side this is one grayscale value.

So, edge means abrupt change of the intensity value. So, if you see this 1D profile, so how to

determine  the  location  of  the  edge?  So,  if  I  take  the  differentiation  of  this,  the  first  order

differentiation,  that  means I  am determining the gradient,  so that  means corresponding to  x

naught this point, you will be getting the maximum corresponding to this point x naught. If I

consider a second order derivative, so corresponding to this x naught, you will be getting a zero

crossing. 

So, you will be getting a zero crossing, so that means, so how to determine the location of the

edge, the principle is you can see the magnitude of the first derivative, the first order derivative,

is  maximum.  So,  based  on  this  information  the  magnitude  of  the  first  order  derivative  is

maximum, based on this information you can determine the location of the edge pixel. The next

one is, if I consider a second order derivative, the second derivative crosses 0 at the edge point.

So, you can see by determining the first order derivative, you can determine the location of the

edge pixel, the location of the edge and also by determining the second order derivative, you can

determine the location of the edge pixel. In case of the first order derivative, we have to see the

magnitude, because maximum magnitude I have to see and for the second order derivative, I

have to see the zero crossing. So, that means by using, by determining the gradient,  we can

determine the location of the edge pixel. So, that means I have to determine the gradient, the

gradient of the image. 

So, suppose the image is f (x, y) and I have to determine the gradient, so one is gradient along

the x direction and another one is the gradient along the y direction I can determine. And from

this I can determine the gradient magnitude. So, this is the gradient magnitude and approximately

it is gradient magnitude will be, so this is the approximate value of the gradient magnitude. So,

that means the gradient magnitude is equals to gradient along the x direction plus gradient along

the y direction. That we can determine. 



And also, I can determine one angle, the angle is suppose, theta g that is tan inverse g2 divided

by g1, that I can determine. That is nothing but the direction of the normal to the edge, that I can

determine. A direction of the normal to the edge, I can determine. So, you can see from the

gradient I can determine the gradient magnitude,  so for this I have to determine the gradient

along the x direction, gradient along the y direction and also I can determine the angle, angle is

nothing but the direction of the normal to the edge.

So, how to determine the edge? So, suppose I have image f (x, y) and suppose I am considering

one operator, operator is suppose h1 and another operator I am considering, operator is h2. This

h1 operator I am considering for determining the gradient along the x direction. So by using h1, I

can determine the gradient along the x direction. And by using h2, I am determining the gradient

along the y direction. And after this, from this two information the gradient along the x direction

and the gradient along the y direction, I can determine gradient magnitude. 

The gradient magnitude I can determine. And after determining the gradient magnitude, what I

can consider, I am getting the gradient image, I will be getting gradient image I will be getting.

And I can compare this one with a threshold and after thresholding we can determine the edge

pixel. If the gradient magnitude is greater than a particular threshold, then that will be the edge,

otherwise it is not the edge pixel. That means if the gradient magnitude is greater than equal to

particular threshold, then edge will be 1, else edge will be 0.

So, that means after edge detection, I will be getting a binary image. Edge means 1 and no edge

means 0, e is equals to 1 and e is equals to 0. How to select the threshold? I can give one

example how to select the threshold. So, there are different methods but I can give one example

like this, suppose the histogram of the gradient image has a valley, so we can select the threshold

at this valley, so based on this we can select the threshold. 

And in the case the procedure you can see, so first I have to determine the gradient along the x

direction, gradient along the y direction. And after this, I can determine the gradient magnitude

and after this the gradient magnitude is compared with a threshold and after this based on this we

can determine whether particular pixel is the edge pixel or not the edge pixel. This is about the

gradient based method, that is the first order gradient. A second order derivative I can write like

this, that is nothing but a Laplacian, the second order derivative I can determine like this, this is

the Laplacian.



And in this case, I have to see zero crossing to determine the location of the edge pixel. In case

of the gradient magnitude, I have to see the maximum value, but in case of the second order

derivative I have to see the 0 crossing. But one problem is here because of the second derivative,

the noise will increase and that concept I can show you later on. This differentiation can be

implemented by finite difference operations. 

(Refer Slide Time: 24:50)

So, this what are the finite difference operations, so I can give one example, that is the forward

difference. What is forward difference? The forward difference is f (x + 1) – f(x), so this is one

finite difference operation. The backward difference I can also calculate, that is f(x) - f (x + 1),

that is the backward difference also I can determine. I can also determine central difference, that

is 
f (x+1) – f (x )

2
, that is the central difference. So, these are the finite difference operations. 

So, by using these operations I can determine gradient, a gradient along the x direction, gradient

along the y direction. And for this implementation, I can consider some kernels, some common

kernels I can consider or maybe the mask I can consider, are something like the Roberts, another

is  the  Prewitt.  Roberts,  Prewitt,  Sobel,  so  these  are  some  common  operators,  the  common

kernels. So, by using these kernels we can determine the gradient of an image. So, I can give one

example how to determine the gradient of an image.



Suppose, I am considering one image, the pixels I am considering suppose z1, z2, z3, z4, z5, z6, z7,

z8, z9. So, these are the pixels and for determining gradient image, I am considering two mask,

one is for the horizontal gradient, another one is for a vertical gradient. So, the first mask I am

considering that is suppose h1, so the mask is suppose - 1, - 2, - 1, 0, 0, 0, 1, 2, 1 and another

mask I am considering that is for determining the vertical gradient, I can consider. So, these two

masks I am considering, actually these are Sobel mask. So, one is for the horizontal gradient,

another one is for the vertical gradient.

So, by using this mask I can determine the horizontal gradient and the vertical gradient. So, if I

first consider this mask, the h1, I can determine the horizontal gradient Gx I can determine, so I

have to overlap the mask over the image and I have to find the values, the gradient values. So,

gradient is z7 + 2z8 + z9 - z1 + 2z2 + z3. This is the horizontal gradient, so you can see you can

determine the gradient. So, here you see 1 is multiplied with z7, 2 is multiplied with z8, 1 is

multiplied with z9, minus and after this I have to consider these values, so z1 is multiplied with

minus 1, z2 is multiplied with - 2 and z3 is multiplied with - 1.

So, like this I can determine zx, a gradient along the x direction and similarly I can determine the

gradient along the y direction also I can determine. z3 + 2z6 + z9 - z1 + 2z4 + z7. So, you can see, I

can determine the gradient along the x direction and the gradient along the y direction.  And

finally,  you  can  determine,  the  gradient  magnitude  also  you  can  determine,  the  gradient

magnitude is suppose z, if the gradient magnitude is z then it is mainly the zx + zy. The gradient

along the x direction, gradient along the y direction I can determine.

And based on this gradient, what I can do? I can determine the location of the edge pixel, that

means what is the algorithm, find, so algorithm will be like this, so find Gx and Gy, that is the

gradient along the x direction and the gradient along the y direction. And after this I can calculate

the gradient magnitude. I can determine the gradient magnitude and if the gradient magnitude is

greater than a particular threshold, threshold is this, greater than equal to particular threshold,

then edge will be 1, else edge will be 0. 

So, by using this algorithm I can determine the edge. So, that means, so by using these two

masks I can determine the gradient along the x direction and the gradient along the y direction

and after this determine the gradient magnitude and after this I can determine the edge after the

comparison with a threshold.



(Refer Slide Time: 31:37)

So, this concept I have shown here, the what I have explained already, so it is the 1D profile and

here I have shown the edge, the location here I have shown corresponding with the point x 0. So,

that means corresponding to the edge point, abrupt jump or the step, that is the 1D profile I am

considering. 

(Refer Slide Time: 32:02)

You can see here already this concept I have explained that f(x) is the 1D profile of this and you

can see location of the edge pixels corresponding to x 0 and corresponding to x1. And in this case,



I can determine the first order derivative, so it is  f ' (x) I can determine and you can see the

maximum value corresponding to the edge pixels, the location of the edge pixels. 

And also, I can determine the second order derivative, that is f ' ' ¿x) I can determine and you can

see the zero crossing you can see here corresponding to the location of the edge pixels, so that is

x  0 and  x1.  So,  that  means  by  determining  the  first  order  derivative  and  the  second  order

derivative, I can determine the location of the edge pixels.

(Refer Slide Time: 32:55)

A same thing  I  am showing here  again,  I  am showing the  1D profile  corresponding to  the

location of the edge at the point x naught. And if I take the first order derivative, you can see the

maximum value will give the location of the edge pixels. And if I consider the second order

derivative, then in this case I have to see the zero crossing. For the first order derivative, I have

to the see the maximum value. 



(Refer Slide Time: 33:24)

And after this I have explained, so how to calculate the gradient along the x direction and the

gradient  along the  y direction.  So,  here you can  see  the  
δf
δx

that  is  the gradient  along the x

direction. And 
δf
δy

 that is the gradient along the y direction. So, this is the gradient operation I am

considering, the gradient of an image I am determining. 

(Refer Slide Time: 33:48)



And after this I can determine, the gradient magnitude I can determine, so gradient along the x

direction square plus the gradient along the y direction square, so from this I can determine the

gradient magnitude. The approximately I can represent like this, the gradient magnitude, that is

the gradient magnitude is equal to gradient along the x direction + gradient along the y direction,

that is the approximately I can represent like this.

And also, I can determine the direction of the edge normal, direction of the normal to the edge,

that also I can determine. So, this tan inverse gy divided by gx, that also I can determine. And

already I have defined the Laplacian, the Laplacian is nothing but the second order derivative, so

based on the second order derivative, I have to see the zero crossing.  

(Refer Slide Time: 34:41)

Here I have shown the concept of the edge normal, here you can see I have the edge, suppose

this is the edge and this is the edge normal, so this angle already I have determined, that is the θg

is nothing but  tan' 
gx
gy

, that I can determine. So, that is nothing but the direction of the edge

normal, direction of the normal to the edge, that also I can determine. 



(Refer Slide Time: 35:10)

In this example I have shown the input image and I am determining the gradient along the x

direction, so corresponding to this, this is the image and I can also determine the gradient along

the y direction and corresponding to this, this is my output image.

(Refer Slide Time: 35:28)

And this  block  diagram already  I  have  explained,  so  my input  image  is  f  (x,  y)  and I  am

considering two operators, one is Hx, another one is Hy, Hx is mainly to determine the gradient

along the x direction and Hy to determine the gradient along the y direction. So, I can determine

the gradient along the x direction and the gradient along the y direction I can determine. 



And from this, I can determine the gradient magnitude I can determine and also, I can determine

the angle, that is the direction of the normal to the edge, that angle also I can determine. And

based on the gradient magnitude I can determine the location of the edge pixel. If the gradient

magnitude is greater than a particular threshold, the edge will be 1, else edge will be 0. So, after

edge detection I will be getting a binary image.

(Refer Slide Time: 36:28)

This concept I am showing here, so my input image is this, I am determining the gradient along

the  x  direction,  gradient  along the  y  direction  and after  this  I  am determining  the  gradient

magnitude image I am determining. And you can see the location of the edge pixels, you can see

the edges of the image.



(Refer Slide Time: 36:48)

Now, one this that differentiation is highly prone to high frequency noise, so because if I do the

differentiation,  the noise will be increase. Even for a second order derivative,  if I consider a

second order derivative, noise will be increase. So, that is why we have to do low pass filtering

before edge detection and in this case the differentiation can be implemented as finite difference

operation. 

So, already I have discussed about the finite difference operation, one is the forward difference,

one is the backward difference, one is the central difference. So, this point is important that is

because of the differentiation, the noise will be increase. So, suppose I can give one example,

suppose my function is fx, I am considering only 1D function, suppose A sin ω x. If I determine

the first order derivative, that is f ' (x) that is A ω0 cos ω0 ¿x). So, here you see the magnitude of

the noise, it is increasing.

And similarly,  if I determine the double order derivative,  the second order derivative,  so for

second order derivative, it will be Aω0
2, so you see the noise is increasing. So, you see the noise,

that  is  the  magnitude  of  the  noise,  it  is  increasing.  Previously  it  is  A  and  after  this,  after

differentiation it will be A ω0and after the second order derivative, it is - Aω0
2, that means the

magnitude of the noise, it is increasing because of the differentiation. So, that is why we have to

do low pass filtering before edge detection.
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And this the operations, the finite difference operations, I have mentioned, one is the forward

difference operation,  the backward difference operation,  another one is the central  difference

operation.  And some common kernels  are  Roberts,  the  Sobel  and the Prewitt,  these are  the

operators. So, by using these operators, I can determine the horizontal gradient and the vertical

gradient I can determine. 

(Refer Slide Time: 39:09)



So, what is the finite difference in 1D? You can see I am determining, 
df
dx

 I am determining, that

is nothing but 
f (x+dx)− f (x)

dx
, that is approximately equal to, if I sends this point here to x - dx,

then this  dx will  be sends to 2dx. So,  
f ( x+dx )−2 f (x )+ f (x−dx )

dx2
.  And corresponding to the

second  order  differentiation,  you  can  see  I  can  represent  in  the  form  of  finite  difference

operations.

(Refer Slide Time: 39:50)

I can show one program segment in C, so how to determine the forward difference and the

backward difference. Here I am showing the forward difference, here you can I am considering

this operation you can see, this is the difference equation, the p [i + 1] - p [i], that I can compute

to determine the finite difference.

(Refer Slide Time: 40:15)



And if I consider a 2D finite difference, you can see I am determining finite difference for x

component and for y component. So, first I am determining 
δf
δx

 that is the gradient along the x

direction, 
δf
δy

that is the gradient along the y direction. So, that is equal to if I consider a gradient

along the x direction, so it is equal to 
f (x+dx , y)−f (x−dx , y )

2dx
. Because here you can see here

this point I am changing here, the point is f (x, y) but now I am considering f (x - dx, y). And

similarly, I can determine the gradient along the y direction.

(Refer Slide Time: 41:12)



And  corresponding  to  this,  you  can  see  the  finite  difference  in  C  program  segment  I  am

considering, you can determine the finite difference for the x component and finite difference for

the y component. 
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So, first operator, the edge operator I am considering, the Roberts edge operator. So, what is the

Roberts edge operator? So, first operator, first mask I am showing here and that is the h1, that is

to compute the horizontal gradient and another mask I am considering, that is to compute the

vertical gradient. And if I consider this is the central pixel suppose, so this is the central pixel, so

I can consider, I can determine the gradient, the gradient magnitude I can determine. 

So, first one f (x, y) - f (x + 1, y +1). That is the gradient along the x direction, that means I am

considering this one. So, this pixel, what is this pixel? Because I am considering this pixel, this is

nothing but f (x, y). What is this pixel? I am considering this pixel position is f (x + 1, y+ 1), I

am considering. So, similarly I can determine the gradient along the y direction, so f (x, y + 1) - f

(x + 1, y), so I can determine the gradient along the y direction. 

So, that means I am considering this pixel and this pixel I am considering. So, like this I can

determine the gradient magnitude, but one disadvantage of the Roberts operator is, it is highly

sensitive to noise. So, that is why I can consider another operator that is the Prewitt operator. 
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So,  you can see the Prewitt  operator,  and the first  mask I  am considering,  that  is  the h1 to

determine the horizontal gradient and h2 I am considering to determine the vertical gradient. And

in this case, if you see this is the 3 by 3 mask, so that means, it does some averaging operation to

reduce the effect of noise. And in this  case,  it  may be considered as the forward difference

operations in all 2-pixel blocks in a 3 by 3 window.

So,  by  using  the  Prewitt  edge  operators  you can  determine  the  horizontal  gradient  and  the

vertical gradient, that is h1 and h2 I am considering and based on this I can determine the gx for

this and also, I can determine gy and after this I can determine the gradient magnitude I can

determine. So, one advantage of this operator, the mask is, because the averaging operation is

done, so that means it reduces noise.
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The next one is the, the Sobel edge operator. So, already I have explained about the Sobel edge

operator and again I am considering two mask, one is the horizontal mask, another one is the

vertical mask. So, by using these mask we can determine horizontal gradient and the vertical

gradient. And in this case it is similar to Prewitt operator, because in this case also averaging

operation is done to reduce the effect of noise. And in this case, we may consider the forward

difference operations in all 2 by 2 blocks in a 3 by 3 window. That we can consider, because this

mask is the 3 by 3 mask.
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So, here I am showing the DFT, the simple DFT; simple DFT means I am determining the DFT

of  [-1  0  1],  I  am  finding  the  DFT  of  this  [-  1  0  1].  And  if  I  consider  a  Prewitt  mask,

corresponding to the Prewitt mask this is the DFT and corresponding to the Sobel, this is the

DFT. You can determine the DFT considering the mask. For a simple DFT is I am considering [-

1 0 1], so you can see the response of the mask corresponding to this portion, corresponding to

this portion like this you can see the response of the mask.
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And in this case I am considering, vertical edges obtained by simple thresholding, so I can apply

the thresholding operation, so T is equal to 10, the threshold is 10, so corresponding to this the

output image is a. And if I consider b that is the Prewitt operator, I am considering, so threshold

is 30 I am considering. And the third one is I am considering the Sobel operator, so for this I am

considering the threshold value is equal to 40. So, you can see, so how to detect the vertical

edges.
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So, the procedure already I have explained, so how to determine the edge, so for this we have to

determine the fx, here I am showing fx, actually it is the gx, already I have explained gx means the

gradient along the x direction, gradient along the y direction I have to determine. And after this I

have to determine the gradient magnitude, that is nothing but the gradient magnitude is equal is

gx gradient along the x direction and the gradient along the y direction I can determine. And after

this  I  have  to  compare  the  gradient  magnitude  with  the  threshold  and  based  on  this  I  can

determine the edge pixel, whether particular pixel is the edge pixel or not the edge pixel. And

after edge detection I will be getting a binary image.
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Here I am showing one example,  input image I am considering and you can see the outputs

corresponding to the mask, first I am considering the Roberts mask, the next I am considering the

Prewitt mask and the third one is the Sobel mask. You can see the comparisons between these

three masks. 
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Now,  I  am considering  the  case  of  the  Laplacian  that  is  the  second  order  derivative  I  am

considering. In this example I am showing mainly the gradient operation that is I am finding the



gradient along the x direction, gradient along the y direction. And after this I can determine the

gradient magnitude, I can determine like this. So, this is the gradient image. 
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Now, I am considering the second order derivative, that is the Laplacian. So, Laplacian I am

considering, so for Laplacian we have to find a 0 crossing. So, how to determine the Laplacian

by considering the finite difference operation, that I want to explain. So, we have to determine

the gradient along the x direction, gradient along the y direction;  
δf
δx

 and after this I can again

differentiate to get the second order derivative.



So, I can show how to determine the second order derivative. So, suppose I am applying the

forward difference equation, so del f divided by δx is nothing but f (x + 1, y) - f (x, y). And this

is first order differentiation, that is the forward difference I am considering. And after this 
δf 2

δx2
 I

am considering, this is the second order derivative, 
δ
δx
f ¿, y) - f (x, y) I am determining. So, it is

f (x + 2, y) - f (x + 1, y) - f (x + 1, y) + f (x, y). This is the differentiation with respect to the point

x plus 1.

So, if I want to determine the differentiation with respect to x, then in this case I have to subtract

1. So, I am repeating this, this is the differentiation with respect to the point x + 1. And in this

case if I want to determine the differentiation with respect to x, I have to subtract 1. So, that

means what I am getting this 
δf 2

δx2
will be f (x + 1, y) - f (x, y) - f (x, y) + f (x - 1, y). So, finally I

will be getting f (x +1, y) + f (x - 1, y) - 2 f (x, y). So, this is the 
δf 2

δx2
.

Similarly, I can also determine 
δf 2

δy2
also I can determine, that is the second order derivative also I

can determine, so it will be f (x, y + 1) + f (x, y- 1) - 2 f (x, y). So, this  
δf 2

δx2
 and  

δf 2

δy2
 I can

determine and finally I can determine the Laplacian I can determine. So, Laplacian will be f (x +

1 , y)+ f (x – 1 , y + f (x, y + 1) + f (x, y – 1) - 4 f (x, y). So, that is the second order derivative. 

So, corresponding to this, what will be the mask? My mask will be you can see here, so if I

consider coefficients here, so corresponding to the central pixel, the central pixel is nothing but

x, y this is central pixel, x , y. So, corresponding to the central pixel my coefficient will be, the

coefficient of the mask will be - 4 because it is - 4, you can see here and corresponding to this

point f (x + 1, y) so that means corresponding to this point f( x + 1, y) then this value will be 1, f

(x - 1, y) that means x - 1, y corresponding to this point that value will be 1, the coefficient.



Corresponding to f (x, y + 1), so (x, y + 1) is this point, so this will be 1, and the finally f (x, y -

1), so corresponding to the point it will be 1. So, my mask will be, so my mask for this Laplacian

will be now - 4, 1, 1, 1, 1. So, this is the mask and the remaining it will be 0, 0, 0, 0. So, this is

the mask corresponding to the Laplacian and if I consider a diagonal pixel for this computations,

then in this case the mask, my mask will be, so this will be the (Laplacian), this is the mask

corresponding to  the Laplacian  if  I  consider  the diagonal  pixels.  So,  I  have defined how to

determine the mask corresponding to the operation that is the Laplacian operation.
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So,  this  derivation  already  I  have  shown,  so  how  to  determine  the  Laplacian,  so  you  can

determine the Laplacian here. 
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And based on this Laplacian, you can determine the mask, that is the Laplacian mask and if I

consider a diagonal pixels that is the Laplacian mask. So, for this how to determine the edge

pixels? So, the method is apply Laplacian mask on the image, so this is the first step and what is

the method? We have to determine the zero crossings, so detect the zero crossings, as the zero

crossing corresponds to the situation where the pixels in a neighborhood differ from each other

in an image, so that is the condition.

And if I consider p and q are two pixels, so that means I have to determine the zero crossings,

and based on the zero crossings, I can determine the pixels, the particular pixel is an edge pixel

or the not edge pixel, that condition I can determine. So, one advantage of the Laplacian operator

is  no  thresholding  is  required  because  in  case  of  the  gradient  operation  we  considered

thresholding operation, but in this case only we have to consider zero crossings, we have to find

a zero crossing, so that is why no thresholding is required.

And it is symmetric, if you see the mask it is a symmetric operation. But disadvantages, because

of the second order derivative, the noise is amplified. And it does not give the information about

the edge orientation.  In case of the gradient  operation,  we can determine theta  g that  is  the

direction of the edge normal, the normal to the edge I can determine. But in this case, it is not

possible to get that information, the information about the edge orientation. 

(Refer Slide Time: 56:53)



After this I am considering edge sharpening with a Laplacian filter. So, here you can see I am

considering the original image f (x, y) and I am considering f (x, y), the f (x, y) is a convolved

with H, H is nothing but the Laplacian I am considering. That means I am applying the Laplacian

filtering and I am considering the weight, some weight w is considered. So, for this what I have

to do, the Laplacian filter is first applied to an image, the image is f (x, y). Then a fraction is

subtracted, the fraction is determined by the weight, the weight is w, from the original image, the

original image is f (x, y). So, f (x, y) is my original image.

So, if I apply this operation, you can see the edges. So, I am showing one example here, so this is

my input image, I am applying the Laplacian for edge sharpening. And the second case I am

showing the edge detection by using the Sobel operator, you can see the difference between

these, one is the edge sharpening by using the Laplacian and another one is the edge detection by

Sobel operator. So, this operation is very simple, so for this what I have to consider, first I have

to apply the Laplacian filter to an image and after this I have consider a fraction of this, so for

this I am considering the weight w, the result of this is subtracted from the original image. The

original image is f (x, y). 
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And after this, I am considering another masking that is the unsharp masking. So, what I am

considering, so first the subtract a smoothed version of an image from the original image. So, if I

do this operation, this enhance the edges. So, first what I am considering, this is my original

image f (x, y) and I am considering the Laplacian operator, the Laplacian operator is H. So,

image is convolved with H, that means I am considering the Laplacian operator, and subtract a

smoothed version of the image from the original image, that I am considering. 

And subsequently,  the unsharp version of the image is  obtained by adding a fraction of the

resultant mask because I am determining the mask, that mask I am obtaining from this operation,

this operation is this, so f (x, y) is the original image and this mask I am adding and for this I am

considering the fraction of the mask, so that means I am considering the weight, the weight is w,

that I am considering. 

So, this is the concept of the unsharp masking. So, subtract a smoothed version of an image from

the original image, this step enhances the edges. So, first step you can see, I am determining the

mask, the mask is M, so it is obtained by f (x, y) that is f approximate x, y; that I am considering

this one. And after this the unsharp version of the image is obtained by adding the fraction of the

resultant mask, the mask is M to the original image, the original image is f (x, y). So, I will be

getting this one, so this is called the unsharp masking. 
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And after this I am considering some operations, these are called the compass operations. So, by

using these operations we can determine different lines present in an image. So, suppose some

lines oriented in the direction, the directions are suppose; North directions, North West direction,

West direction, South West direction, South direction like this, so all the direction suppose the

lines, some lines are available. So, these lines can be determined by using these compass masks. 

So, what is the compass masks, I can explain now this. So, by using these compass masks, you

can determine the lines oriented in different directions.  Directions means, I can consider the

directions like 0-degree directions, I can consider may be 45-degree direction I can consider, 0-

degree directions I can consider, 45-degree directions I can consider, 90-degree directions I can

consider, or maybe 135-degree directions I can consider. So, I can determine or I can detect a

line oriented in these directions. So, for this I can apply the compass masks.
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So, you can see these masks, so by using these masks I can determine a particular line oriented in

a particular direction, so first one is the North, next one is the West, next one is the South, next

one is the East, North West, South West, like this I can determine the lines in these directions.
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So, for this I am considering the masks like these, these are the masks, one is H 0, H1, H2, H3, H4,

H5, H6, H7. So, these masks I am considering and in this case you can see, if I compare these

masks H 0 and H4, so if you just compare this one, you can see H 0 and the H4, you can see these

masks. So, what is the difference between these two masks? Only the sign is reverse, the H 0 and

H4, it is very similar, only the sign is reverse. 



Similarly, H1 and H5, it is almost similar, only the sign is reverse, because this is + 2, 1, 1; - 1, -

1, - 2; you can see. So, H1 and H5 they are very similar, except the sign. Similarly, H2 and the H6

these are very similar, the sign is reverse, and H3 and H7 that is also similar, because only the

sign is reversed. So, that means in this case I can write like this, H 4
k is equal to - H 0

k, I can write

like this.

And in this case I can apply the convolution operations to determine the direction of the line, so I

can determine  a particular  line oriented  in different  directions,  the directions  already I  have

mentioned,  the  0 degree,  45 degree,  90 degree  or  maybe 135 degree,  these  directions  I  am

considering.  So, orientation of a particular  line along these directions,  so suppose the line is

present  in  this  direction,  suppose this  is  the image I  am considering.  So, one line is  in this

direction, I can consider or maybe one line maybe in this direction, so one line maybe in this

direction, 0-degree, 90-degree, 45 degree like these lines I can consider. 

So, maybe like this, this line I can also consider. So, I can determine all these lines. So, for this I

have to do the convolution of the image with the mask. So, suppose if I do the convolution of the

image with mask f (x, y) that is convolved with, suppose the mask is H 4
k, because H 4

k is very

similar to H 0
k. So, that is equal to f (x, y) convolved with - H 0

k. Because, H 0
kand the H 4

kthey are

very similar, only the sign is reversed, so I can consider this one.

That means it is equal to minus f (x, y); I can consider this one, only the sign is reverse between

the mask H 0 and the H4. Similarly, for the H1 and the H5; similarly, H2 and H6; H3 and the H7. So,

I have to do the convolution between the mask and the image and after this what I have to

consider like, convolution I can consider like this, suppose I can get the value D 0, suppose after

the convolution. So, f (x, y) it is convolved with H 0
k, I am getting value D 0. I am getting another

value suppose D1, the image is convolved with H 1
k, the another mask is H1. 

I am getting another value that is D2, the image is convolved with H 2
k  and I can get another value

that is D3, the image is convolved with  H 3
k. So, only I have to do the convolution for these

masks; H  0, H1, H2, H3. For remaining what I can do? Suppose, for D4, how to get D4? D4 is

nothing but it is - D 0. What is D5? It is nothing but - D1. What is D6? It is nothing but - D2. And



what is D7? D7 is nothing but simply minus D3. So, only for these values, I have to compute the

convolutions, that I can determine D 0, D1, D2, D3 I can determine. 

And from D  0,  D1,  D2,  D3 I  can  determine  D4,  D5,  D6 and  the  D7.  Then in  this  case  I  can

determine, this value the D 0, D1, D2, D7 I can determine and I am considering the absolute value

I am considering. And I am determining the maximum of this, the maximum of this will give the

direction of a particular line. So, suppose that this is maximum, so corresponding to this, what I

will be getting, then in this case I will be getting a line in the vertical direction, in the 90-degree

directions. 

Because if I consider D 0 from this mask, so you can see the response of the mask, the response

of the mask you can see here. So, by using this information that is the maximum I can determine

from D 0, D1, D2, D7, I can determine a particular line. So, this line that is suppose the 90 degree

direction,  0  degree directions,  45 degree directions,  135 degree directions,  so detection  of a

particular line in these directions, I can determine by using this compass operator.

Up till now I have discussed the concept of the edge detection.  So, I have discussed how to

determine the edge by using the gradient operations, I can determine the first order derivative or

I can determine the second order derivatives. The maximum of the first order derivative, it will

give the location of the edge pixels and for the second order derivative, I have to see the zero

crossings. And after this I defined some masks, the masks very important, the Roberts, Sobel and

the Prewitt, I have defined.

And after this I discussed about the Laplacian operators, so that means by using the Laplacian

operator, we can determine the second order derivative and we have to see the zero crossings.

And after this I discussed the concept of the compass operators, so we can determine a particular

line  oriented  in  different  directions,  directions  maybe  0-degree,  45-degree,  90-degree,  135

degree. So, these lines I can determine by using the compass operators. 

After this I will discuss another technique of edge detection, that is the model-based technique,

which is based on the mammalian visual system that is the human visual system. So, next class I

am going to discuss about the model-based edge detection techniques, so let me stop here today.

Thank you.


