Data Analytics with Python
Prof. Ramesh Anbanandam
Department of Management Studies
Indian Institute of Technology - Roorkee

Lecture — 60
Classification and Regression Trees (CART) - 11
In my previous lecture | have explained how to choose an attribute for the CART model. We
know that there are three methods one is information gain method; second one is gain ratio
method; third one is the Gini index. In previous lecture I have explained by using gain ratio and

Gini index how to choose an attributes and | have explained all the procedures.

(Refer Slide Time: 00:49)
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Agenda

Python demo for CART model -
+ Visualizing Decision Tree
+ Interpretation of CART model

In this lecture, we are going to use python with help of python. We are going to construct the
CART model then I am going to explain the decision tree then I am going to interpret the output

of CART model.
(Refer Slide Time: 01:07)



Example

RID  age income  student credit rating  Class: buys computer
Problem Description. 1 youth high no fair n
2 youth high no excellent o
3 middleaged  high no fair yes
4 senior medium  no fair yes
senior Jow yes fair yes
6 senior low yes excellent no
7 middleaged  low yes excellent yes
8§ youth medium  no fair n
9 youth low yes fair yes
10 senior medium  yes fair yes
1l youth medium - yes excellent yes
12 middleaged  medium  no excellent yos
Han, 1, Pei, | and Kamber, M., 2011 Dato mining conceptsong 13 middle.aged  high Ves fair yes
fechalques. Elsavier 14 senior medium 1o excellent n

This was the sample data this is an example say there are variable age, income, student, current
rating is the attributes for independent variable the dependent variable is buys underscore
computer. This example is taken from this source Han, Pei and Kamber the title of the book is
Data Mining concepts and techniques.

(Refer Slide Time: 01:30)
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Import Relevant Libraries and Loading Data File

R0 age Income student credit rating buys_computer
[ youth  high m fale no
1 2 youth high m excedent no
import pandas as pd 2 3 midde_aged high m tak yes
import numpy as np 104 senoe  medm ] tale yes
import matplotlib.pyplot as plt ‘. senicl oW yoo " yos
5 0 seniod ow yos. excelient )

data = pd.read excel ('CART.xlsx')
x 6 7 midde_aged ow yes excellent yes
1T 8 youth - medum n e m

lata

8 9 youth ow yes falr yes
0 senor medum yes tair yes
10 1" youth - medwim yes excebient yos
112 midde_aged medum n excelient yes
1213 midae_aged high yes fait yes
" Senor  medum m excelent n

| have brought this screenshot of first we will import relevant libraries and loading the data file.
This file I have copied into the excel so | am importing pandas as pd import numpy as np, import
matplotlib.pyplot as plt. | have imported the data then stored any object called data.

(Refer Slide Time: 01:50)



Methods used in Data Encoding

+ LabelEncoder (): This method is used to normalize labels. It can also be
used to transform non-numerical labels to numerical labels.

* Fit_transform (): This method is used for Fitting label encoder and return
encoded labels.

R 2 |
Then there are different methods for encoding the data. The first one is LabelEncoder this
method is used to normalize labels it can also be used to transform non-numerical labels into
numerical labels. In our examples, the data are non-numerical that we are going to convert into
numerical labels. The another function is fit under score transform this method is used for fitting
label encoder and return encoded labels.
(Refer Slide Time: 02:23)

Data Encoding Procedure

import sklearn

from sklearn.preprocessing import LabelEncoder

age = LabelEncoder()
income = LabelEncoder ()
3 "G

e lEncoder ()

coder

ansform(data('age'))
fit transform(data('income'])

t.fit transform(data('student'))

dit_rating.fit transform(data['credit rating'])

data['buys computer n'] = le credit rating.fit transform(data('buys computer']

So this is a data in coding percentages we import sklearn from sklearn dot preprocessing import
LabelEncoder. So le underscore age LabelEncoder le underscore income like that for all the
variables. Now there are different attributes like age but age, income, student credit rating buys

computer this is in the text form. So that | am going to convert into numerical form, but new



variable is age under n by using this function le underscore age dot fit underscore transformation.
So that wherever there is a fit underscore transformation, that is a text data is going to convert
into numerical form.
(Refer Slide Time: 03:10)
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Data Encoding

data. head

RID age income studer credii_rating buys_compuler age n income_n studentn credif_rafing_n buys_computer_n

1 youlh  high no far no ? ] o 1

H ol high ) el i

=

o

H 1] 0 0

1 middie_aged high no far yes o o o 1 1
! H 1 1

i i i i

i Senion  medium no far yes

§ serit o yes i yes

Now what is happening is this portion is the text by using transformations | have converted into
the numerical form.

(Refer Slide Time: 03:20)
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Structuring Dataframe

drop(): This is used to Remove rows or columns by specifying label names
and corresponding axis or by specifying directly index or column names.

data_pew = data.drop(['age’, *income®, *atudent®, 'credit rating','buy puter'|, axisscolumna®)
data_new.head

RID age_n income n student n cradit_ratingn buys_compuler n

1 i 0 o 1 a

1

- = e = oo

H ] 0 o 0
3 o ] o 1 1
4 1 2 [t} 1
§ 1 1 1 1

1

Then structuring the data frame by using the function drop. This is used to remove rows or
columns by specifying label names in corresponding axis or by specifying directly index or

column names. So what we are going to do in the previous layers, | told you there is a text data



also is there , numerical data also there. Since already we are transforming into numerical that
text portions that | am going to drop it by using this drop function. So after that, this was the my
dataset in this there is no text only numerical values. So this data set is going to be taken for
building the CART model.

(Refer Slide Time: 03:58)
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Independent and Dependent Variables Selection

age_n income_n student n credit_rating_n

2 0 0 1

0

1 2 0 0 0
2 0 0 0 1
3 1 2 0 1
4 1 1 1 1

In the building of the CART model we go to specify what is the independent and dependent
variables we know that dependent variable is buys underscore computer. The independent
variable is age, income, student credit rating you see that 1 am using age underscore n that is in
the numerical form. In the dependent variables only two options, Yes or No that is buys
underscore computer underscore n that has only two levels one is 0 or 1 that is Yes or No.

(Refer Slide Time: 04:31)



Build the Decision Tree Model without Splitting

In [12]: from sklearn.tree import DecisionTreeClassifier
clf = DecizionTreeClasaifier()
dt = clf. fit(x,y
dt

¢ DeciamionTreeClassifier(class weight=None, criterion='gini', max depth=None,
max_features=None, max_leaf nodes=None,
min impurity decrease=0.0, min impurity split=None,
min_samples leaf=1, min samplea split=2,
mm_'-vr‘lr;h‘\_'!:m:tl-»n_.]“ﬂil 0.0, presort=False, random_state=None,
splitter="best')

Now we are going to build the decision tree model without splitting what is the meaning of
without splitting is in data mining whenever the huge amount of data is there, some data sets
should be used for training the model the remaining data set should be used for testing the model.
Now we are not going to do that way we are going to take all the dataset for build the model
we are not going to test the model from sklearn dot tree import DecisionTreeClassifier clf =
DecisionTreeClassifier dt = cIf dot fit xy this was the dt this was the output.

(Refer Slide Time: 05:10)
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Visualizing Decision Tree

from aklearn.tree import export graphviz
from aklearn.externals,six impsrt Stringlo

display import Image
import pydotplus

dot_data = StringlO(}
export_graphvizidt, out_file=dot data,

filled=Trus, rounded=Trus,
special characterasTrue, feature names = feature cols,class_namess=|'0",'1'])

graph = pydotplus.graph_from dot_data(dot_data.getvalue())
graph.weiteé pag( buys computer.png”

Image (graph.create_png()

Now we are going to visualize the decision tree from sklearn dot tree import export graphviz.
From sklearn dot externals dot six import String 10. From IPython dot display import Image then

import pydotplus. So dot underscore data = StringlO export underscore graphviz this was the



commands for getting the graphical output of our CART model. Then | have specified what is
the dependent variable.
(Refer Slide Time: 05:48)

Decision Tree Visualization
e |

This is the output of our CART model that is the Decision Tree this stage, let us understand how
to interpret this. When age underscore n <= 0.5 there are two possibility it is true and false. I will
explain the meaning of this 0.5 in the next slide. So whenever is a true, whenever this blue box
represents it is a favorable decision for us. For example, orange colored box represents

unfavorable.

What is unfavorable? That person will not buy the computer that is a class 0. If it is a class 1
means that person will buys the computer. Suppose if you want to interpret this blue box how to
interpret is first look for the age, age we have seen, there are different levels in age. If it is true
that person surely will buy the computer. If it is a false, then look for the student and the student

also there is a two possibility Yes or No, this is true, this is false.

When you go for a student then this condition is failed it will go for a false then it will look for
another attributes credit rating then it is true this is false. The credit rating when the false
condition appears then this is favorable decision. If it is true, then look for another attribute
income in that income if the false is applicable then it is favorable decision for us. So | will

explain each values in the box and the meaning of the different color coding in coming slides.



(Refer Slide Time: 07:31)
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Interpretation of the CART Output

Let us interpret the CART output.

(Refer Slide Time: 07:35)
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Calculation of Gini(D)

+ We first use the following Equation for Gini index to compute the impurity
of D:

RID ope income  shufent  credt rotng  Class: buys computer
m | youth w w ™ o
M- 2 ! Y [} e
HI) z e !y i . okl
Gin (I ) I I‘ Vo omblleagd Ny m ™

i=l it malium  w [ L

7o omblleapd kv oy ok

= Gini(D)=1 (%)7 (%)2:0‘459: =

This was the data which we have taken we first used the following equation for the Gini index to
compute the impurity of D this also | have explained. We know that formula Gini D is 1 - sigma
of i =1 to m pi square m is number of levels in our dependent variable here the m = 2 because
Yes or No so Gini index = 1 minus the 9 represents how many years? 1, 2, 3, 4,5,6,7,8,99
years out of 14 minus this 5 represents number of Nos so 5 divided by 14 the whole square this is
0.459. This is Gini index for our dependent variable, so D represents the dependent variable.
(Refer Slide Time: 08:26)



I 0
Income Attribute

* Low, Medium, High
* Option 1: {Low, Medium}, {High} ":" g bome suden

youth high a fair "

crede roung  Closs: buys computer

* Option2:{High, Medium}, {low} @ wh  bah w0 acn »

mddlcaged hgh  no faie W

)

¢+ Option3: {High, Low}, {Medium} ¢ i mctiom w0 o
5 wnior low Yo faie Yo
[ low s excellent no
7omiddleaged low oy ccellent o
5 youth medium  no fair "
9 youth low yo fair Yo
0 wnior medium  yes fair ™
I youth mediam  yes excellent o
12 mddeagd modium no exclint o
0 mddeagd bgh g i Yo
W mdm o el "

Now let us take one attribute at this stage suppose | have taken income, income is over attribute
we are going to use Gini index for this attribute we know Gini index always go for binary
classification. There are three levels low, medium, high option 1 is we can group into two way
because it is a binary classification low medium is one group high is another group. Next high
medium is one group low is another group the last choice is high, low is one group medium is
another group for all these three combinations, let us find out what is the Gini index.

(Refer Slide Time: 09:11)

Tuplesin partition D1~/
* Low + Medium:

RID ope income | student _credi roting  Closs: buys computer
Class: buys computer |NJENSTREN IV Framm—™
7 youth high o excellent no
middicagd high | no faie Yo
o
W

)
Yes 3+4=7 1 enior medim fair o
5 smior o s faie yo
No 142=3 b senior e Jve  ewellent o
7 middicaged low W excellent e
8§ youth nodisgy | no fair i
Pa—
9 youth I ¥ faie LS
10 wenior modium | yes faie o
modum, -
1 youth nedim | yer exellent -
1 middeage]  modiom | o excelem ey,
1 middleagd hgh |y fair o
M wmior doodiam | no onellent g

First, we will take low and medium in the low and medium we have to look at how many people
answered Yes 1 No not this one 2, 3 that is how we got this 3 when it is medium, how many

people answered Yes for our dependent variable, so this is 1 this is 2 this is 3 this is 4 so 3 + 4.



The same way when it is low, how many people answered No this case 1 only one options is

there low and No.

Then the second case when it is medium, how many people answered No medium and No this is
1 then this so 7 and 3 that is how we got this table this is one group part D1 actually what is
happening here? so the income variable we are going to go for binary classification one is D1
another one is D2. D1 we are going to consider the two levels low and medium. In the another
group we are going to consider only high so that is why D1 is low and medium so the D2 is only
high.

(Refer Slide Time: 10:51)
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Tuples in partition D2

+ High:
RID ape income | student  credd_roting  Class: buys computer
m Class: buys computer |rumrany preray prme "
1 youth igh | no excellent "o
Yes 2 ey o
1 ! ) fair Yo
No 2 s

So D2 it is high how many people have answered when it is high, how many people answered
Yes, this is 1 high Yes 2. So when it is a high, how many people answered No this 1 high No 2
yeah this is 2.

(Refer Slide Time: 11:13)



Gini index for income attribute

.
n ) I‘KL >
* The Gini index value computed based on this partitioning is~—"
i 4 1 [
Gml income €{high, medium) A ), -

10 4 RO ope icome | student_credt roong _ Clss: buys competer

= —Gini(Dy) + — Gini(D s il Feg i
oD Gl RS

=(10/14) (1- (6/10)% - (4/10)%) + I niee wednn| 0
(4/18) (1- (3781 - (/) il ol b

=0.45 = Gini ycame o]

Now we are going to do the Gini index for income attributes the Gini index value computed
based on this partitioning is, so Gini income belongs to low and medium so 10 to 12 / 14 how we
got this 10 when you count low and medium, there will be 10 count it 1, 2, 3, 4, 5, 6, 7, 8, 9, 10
divided by 14 Gini D1 the formula is 1 - 7/10 whole square — 3/10 whole square. The second
option for D2 4 / 14.

How we got 4? When it is a high? We have to count it how many high is there in the income. 1,
2, 3, 4 s0 4/14 Gini D2, D2 is 1 minus because number of Yes and number of Nos are same 1-
2/4 whole square — 2/4 whole square. So this is the Gini index for low and medium that is 0.443
that is equivalent to Gini index for other level high. The Gini index value for the another option

what is the another option.

So there are two options, option one D1 D2 this is D1 this is D2, D1 high and medium is there
D2 low is there. So when you having this two splits the Gini index for income attributes, which
belongs to that is high and medium we are getting the 0.45.

(Refer Slide Time: 13:02)



Gini index for income attribute

hi
M
+ The Gini index value computed based on this partitioning iso O

Glm income €{high, low)
s " v b 2 (———
* (8/14) “ (5/8) - (3/8F°) + RO ope ncome | student credt roong  Class: buys computer
(6/14) (1- (2/6)? - (4/6)7) T opah [Ny w0 G
) youth high | ecekm ™
=0.458 =Gini neome ¢ {medium) ) middlesged r..:n w i ™

The third option is high and low is one group then medium is another group. The same way
when you continue, we are getting the Gini index is 0.4.

(Refer Slide Time: 13:18)
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Gini index for income attribute

-

Gini income E{low, medium}
=0.443=Gini

. -
i TNCGME ETMgN, medm]

=0.45 = Gini Income €{low}

income & [high]

+ Gini income E{high, low)

=0.458 = Gini income E[medium}

Now by comparing all the combinations, the lowest Gini index value is this one 0.443 that is
where when income is high.
(Refer Slide Time: 13:31)
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Gini index for Age attribute

+ The Gini index value computed based on this partitioning is

Gini Age €(Youth, middle_aged} RO [ ope income _student_ edt roteg st buys computer
70457 = Ginl pge efsenice) 1] et Mhom "
— youth Mmool "
Gini Age €(Youth, Senior) Y | eheagd] B Ll
; 4| venior wabum o fair w
=0.357 = Gii pgee(made_aged) § | semior ™ ™
) mor b o weleont "
Gini Age €[senior, middle_aged} 7| i aged | o lent o
P - 0|y mobum b e e
=0.393 = Ginl gye efroutn) | s anthes 5
10| senior b o i o
L ) modum o welent "
1| mibteaged| modum wo welkwt o
1| midteaged| Mg i ™
LU U modum o owrllon "o

Now the Gini index for age attribute, so Gini index for senior it is 0.457 for middle age it is
0.357 for youth it is 0.393. The lowest Gini value is this one that is 0.357.
(Refer Slide Time: 13:51)
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Gini index for student attribute

* The Gini index value computed based on this partitioning is

Gml student €{Yes, No)

=7/14 (1-(6/7)2 = (1/7) ) + RO _ope ‘ncame :(mﬁmq Gl buys camputer
7/14 (1- (3/7)2- (4/7)?) e s
=0.367 gt bl ps .

7 ke aged Yo v

ol i

12 mahlle aged yo

10 mddie aged o

Similarly, we will take another attribute that attribute is student, so for student attribute also
when you find the Gini index it is 0.367.
(Refer Slide Time: 14:01)



Gini index for credit_rating attribute

* The Gini index value computed based on this partitioning is

Glm credit rating €(fair, Excellent)
=8/14 (1-(6/8)* - (2/8)?) + RO ope come_ st | redt oung | Ouss. by computer
6/14 (1-(3/6)* - (3/6)°) o el [ o
=0.428 ) middleaged  hgh ™ ™ ™

€ aior wodum o for

The next attribute is the credit_rating. For this, the Gini index is 0.428.

(Refer Slide Time: 14:09)
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Choosing the root node

The attribute with minimum Gini score will be taken, i.e. Age (Gini ;. ¢
0.357 = Gini Agee{middle .!.;m]}

Youth, Senior} —

Attribute Giniscore

Youth, senior

Age 0357
Middle age Income 0.443
Student 0.367

Credit_rating 0.428

Now when you bring all the generic index for different attributes, the age one is having the least
Gini score that is 0.357 this attribute should be chosen for the classification that is the preference
should be given for age. So the attribute with the minimum Gini score will be taken that is the
age because that Gini index is 0.357. When you go for age that are 3 levels did middle age, youth
and senior when you look at middle age, they have answered Yes for buying all people have
answered Yes for buying computers with that we can stop it. Now there are youth and senior
then we have to continue which attribute has to be chosen for here.

(Refer Slide Time: 14:54)



Gini index for different attributes for sample of 10

* After separating 4 samples belonging middle age, total 10 are remaining:

RID oge income  student _ credit rating  Class: buys. computer
I youth high 0 fair o
2 youth high 0 excellent "
L3 middle aged  hugh 10 [ v |
4 senior medium o fair yo
5 senior low ¥es fasr yes
6 wnor low you excellent o
[T middle aged Tow 6 excelent Yo |

8 youth medium — no far 0
9 youth low yes fair Yo
10 senor medium — yes fair yos

1 youth medium  yes excellent yes

ll! middicaged  medium — no excellent yo

13 middie.aged  high s fair yes

14 enior medium — no excellent 0

So since the all the middle aged people have answered Yes see that middle age is Yes, Yes, Yes.
Now the next calculations we are going to drop these rows. After dropping these rows again here
we are going to find out the Gini index, so after separating this 4 samples belonging to middle-
age total 10 rows are remaining out of 14.

(Refer Slide Time: 15:22)
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Gini index for different attributes for sample of 10

* Gini (D) = (1- (5/10)% = (5/10)%) ) = 0.5

* Ginigg,=0.48

* GiNigreqy pating= 0-41

- Gini g0 =032 |

* Gini =0.375

+ Take student as node as it have mini. Gini Score

income

So for that 10 rows we are finding Gini index for our dependent variable 0.5 Gini index for age is
0.48 Gini index for our credit rating is 0.41 for a student it is 0.32 for income it is 0.375. Again,
we have to look at which attribute is having the lowest Gini value. Take the student as node as it
is having minimum Gini score.

(Refer Slide Time: 15:53)



Drawing cart

Youth, senior

Middle age Student

So what we have to do after first priority is age next, we have to take student as a classifier. In
the student there was a 2 level was there Yes and No. If the student says Yes, then which
attribute has to be chosen? If the student is No then which attribute has to be chosen, we will see
that.
(Refer Slide Time: 16:10)
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For branch Student = No

* Omit the marked rows
(Data entry), either

3 RID  oge income  student  credt rating  Closs: buys computer
belonging Age = I youth Wh om0 e o
midd|e_aged or student = 2 youth high no excellent "o

3 middlc aped g o fair Yot
Yes

4 senior medium 1o fair yos

5 wnior low e fair yos

+ Total 5 rows are remaining

6 senior Jow e excellent 1o
0

§  youth medivm  no fair

9 youth Jow yo fair

1 youlh medium_yes saclicnl
[H middleaged medium ™ no excellent

no
yo
10 senior medium  yes fair you
J0.
ye
yes

1) middleaged high yes fair N

4 senior medium  no excellent o

Now what we have to do omit the marked rows either belonging age equal to middle-aged or

student equal to Yes. So wherever we are talking about here in which variable which attribute
has to be chosen. So what we are going to do, if it is a middle-age the dataset if the middle age is
there that has to be dropped, the students are answering the student level is Yes that also is going

to be dropped. So middle-aged is dropped wherever the student is Yes that also dropped. So how



many of you are going to drop 1, 2, 3, 4, 5, 6, 7, 8, 9 so out of 14, 9 rows we are going to drop it.
So the remaining rows for further iteration is 5 rows.

(Refer Slide Time: 17:03)
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Gini index for different attributes For branch Student = No

« Gini (D) = (1- (4/5) - (1/5)%) )= 0.32
|+ Ginjy,,=02

* GiNlgyegi pating™ 0267

v Gini g =032

* Gl eome = 0.267

+ Take age as node as it have mini. Gini Score

For that 5 rows again, we are going to find out the Gini index for the dependent variable 0.32 for
the age 0.2 for credit rating, 0.267 for a student it is 0.32 for income it is 0.267. Again we have to
look at which attribute is having the least Gini score. So the age is having the least Gini score.
When the student level is No, we have identified what is next attribute. Similarly, when the
student level is Yes, we have to find out what does the next year attribute for further
classification for that omit the marked rows either belonging age equal to middle aged or student

equal to No.

So when you do that one the remaining 5 rows are remaining using these 5 rows again, we are
going to find out the Gini index for our dependent variable 0.32 for age 0.267 for credit rating it
is 0.2 for student it is 0.32 for income it is 0.267. Again, you have to look at which attribute is
having minimum Gini index though the credit rating is having the minimum Gini index.

(Refer Slide Time: 18:20)



Drawing cart
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Credit_rating

=

What is to be done so the credit rating attribute has to be brought here for further classification.
Like this, we have to continue to satisfy all the conditions
(Refer Slide Time: 18:32)
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Coding scheme
| e | o | stde | Code |
Youth 2 Yes 1
Middle Age 0 No 0
| Creditrating | Code | S ;
Fair 1 LN )
Excellent 0 Medunn .
Cbunscompuer | s
Yes 1
No 0

Now | am going to explain the coding scheme because this coding scheme is important if you are
going to interpret the python output for our CART model. There was a one attribute called age,
student ,credit rating, income, Buys computer. So there are 4 independent variable, one

dependent variable youth is coded as 2, middle-age is 0, senior is 1. So because this coding is
important for interpreting the output.

(Refer Slide Time: 19:00)



(age_ns05

§78 gini ™ 0.459 Values for the dependent
Decision tree et 4 1 varable
clags = 1
L s« Youth, Senior
Middle_age VY e Bed et
* Repeat the | L ecision classifier
samples =
splitting *;",'E b8 (5:5)
process until No ,/rwt (dh Yes
we obtain all Number of yes and Sample
the leaf nodes, | Noinindependent ¢—f ““” dre
the final out - | Vaiable Ll Bellent . Far :
Ut: crodt_rating nz 056 mcon':- ns I 5
p [ S::’V"')IOS 3 J sl?n;l:los .
value = (1 |] value = [1, l]
class = 0 class = 0

. Medium

This was our python output Now if we look at the first variable is age underscore n when it is
less than 0.5 this Gini index we got it 0.459 when you go back and see that this one, whatever the
value which are appearing in the python output we have manually solved it so that you will feel
more confidence when the age underscore n is the less than 0.5. Now you have to see what is the
meaning of this 0.5 because we look at this coding the age is coded, youth is 2, middle-age is 0,

senior is 1.

So if n < = 0.5 that represents the middle age that is why we got this one when this condition is
true this is middle age when the condition is false, they will belongs to youth and senior what is
the meaning of this 5,9 the 5 represents No 9 represents Yes. Since in the middle aged group all
are see that 0, 4 all are answered Yes. So the first represents No second represents Yes all are

answered Yes so, we are not going for further classification.

Then, we are taking student underscore n as a another attribute for further classification when it
is less than 0.5 we have to see what is less than 0.5 the student we have coded Yes = 1, No =0,
when | say n < 0.5 that represents No when the student is No that is why when the condition is
true it is No this is true, this is false this is one branch when it is Yes there is another branch.

Then next we choose age underscore n <= 1.5.



Because now in the age only two group is there one is youth and senior when you go here youth
and senior is there they when n <= 1.5 that represents the senior when the condition is true that
represents senior when the condition is false that represents youth we will go to the next one
when the credit rating underscore n < 0.5. There are two options when the condition is true we
got excellent. How are we got this excellent? Go to credit rating coding fair represents 1
excellent represents 0.

So when the condition is less than 0.5 it is excellent when the condition is true it is excellent if
the condition is false it is fair. Then you go for income underscore n <= 1.5 when the condition is
true high and low how it is let us go for this coding income high = 0, low = 1, medium = 2 if it is
1.5 if n < 1.5 that represents low and medium when the income underscore n < 1.5 what is the

meaning you look at this table.

So when it is less than 1.5 this group, this is less than 1.5 high and low, so high and low is one
group medium is another group. So as a manager, how to interpret this first, the classifier is the
age if it is true them go for middle age, the middle aged people will have the positive response
for buying the computer that is why 1. If this condition fails then go for the student if they
answer Yes then look for another attribute credit rating if it is fair, there is favorable response if

it is excellent, we should go for further classification.

When it is excellent the next classifier is income when the income if it is true, they belongs to
high and low then they will not buy the computer when it is medium then they will buy the
computer. When we look at the left hand side, when the student n <=5 it is No then we will go
for next attribute age because the age already we have dropped middle age the remaining is

youth and senior if it is true it is senior, if it is false it is youth.

So if it is senior then you have to look for credit rating if it is youth there is a not favorable
response. The 4 represents number of Nos 1 represents number of Yes in our dependent variable.
So and another thing is look at the wherever the class is 1 there is only number of Yes is there
see here that blue one 0, 4 only Yes is there 1, 4 only Yes is there 0,3 only Yes is there 0, 1 Yes

is there here also 0, 1 Yes is there.



So the blue boxes are which will give you the favorite decision for us the orange boxes and look
at this, see that the here there is no see 1, 0 only No is there here also 1, 0 only No is there here
also 3, 0 only No is there. So the orange box represents it is not going to give a favorite decision.
The white box represents that is intermediate in the sense we have to go for choosing some more

attributes for further conclusion.

So what does 14 represents values for the dependent variable there are 14 then the sample
represents the sample size and so on. So repeat the splitting process until we obtain all leaf nodes
and the final output. The leaf node represents this one this is leaf nodes.
(Refer Slide Time: 25:07)
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Splitting Dataset

+ Train_test_split(): This method is used for splitting dataset into training
and testing data subsets.

Now we are done the data without splitting, but in the data mining generally we used to split the
dataset. So we split the dataset so testing data set 25% data is going to be used for testing the
remaining data set is for the training.

(Refer Slide Time: 25:22)



Evaluating the Model

In [1&]: from sklearn import metrics
In [17]: y pred = clf.predict (x teat)
In [18]: print ("Accuracy:",metrica.accuracy acore(y test, y pred)

Accuracy: 0.75

True: [1 1 0 1]
pred: [1 00 1]

So you run the python code, what | told previously. So here we are going to get the accuracy is
0.75 what is the meaning of this 0.75 our classifier, this decision tree model able to classify
whether they are going to buy the computer or not with the 75% of accuracy. Then visualize the
decision tree.

(Refer Slide Time: 25:46)

Decision Tree Visualization

So what is happening? you see when you are splitting the data set now the node variable is
changed. The node is student previously it was the age, so what is happening since our data set is
very only 14 dataset, we are getting this different result.

(Refer Slide Time: 26:03)
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Now | am going to explain the python code for running the problem which | have explained.
First import the pandas as pd than other libraries like numpy, matplotlib I have input. Then I am
going to import the data. The data you know that that are age income, student ,credit rating, buys
underscore computer. So this is in the text form, but I have to encode this data because they want
it the numerical form I am encoding.
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Now this shows that after encoding the right hand side we are able to see the equivalent
numerical values. Now we are going to drop this text values because we are going to use only the

numerical values for that building the CART model. So this was only the numerical values



because there is a 14 dataset. Now we are going to declare what our independent variable, what
are the dependent variable.,
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So the x these are the independent variable what are they? independent variable is there age,
income, student, credit rating. Let us see what is the dependent variable? Dependent variable is
buys underscore computer that has two levels, 0 and 1 then | am building the decision tree model
for getting this output you need to install these packages.
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This shows our CART output, so age is the first attribute and the age is true then they we are

getting the leaf node it is a false then we are choosing another two attributes if it is then age,



credit rating, further we say credit rating then we go for income if it is false, we are stopping. So
here what do you need to understand the blue, the blue circle represents, the blue rectangle
represents the favorable decision for us, the orange one represents the unfavorable, white one
represents in between that means we need to do further analysis. Now we are going to split the
dataset splitting the ratio of 75, 25 so 75% days of data set is for training remaining 25% is for
testing.
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So after splitting the dataset, we are running the CART model then we are going to evaluate
there is accuracy of our model. So the accuracy is 0.75 now we will visualize the CART model.
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This was the output of data set where we are doing the splitting. So now the student is taken as
the primary node for splitting if it is true, we will go for credit rating if it is false then you go for
age for the next classifier. Then age we will go for the condition and this age underscore n <= 1.5
| explained what is the meaning of 1.5 everywhere there are more possibility of favorable
decision because class = 1.

There is orange rectangles which represents 0, O which is not favorable decisions. So what it
means that when we split the data set, our decision making become very simple because our tree
is in the very simple form, easy to interpret it. In this lecture | have explained how to do the
CART model with the help of python. | have taken an example problem with the help of sample
problem first | have got the CART model without splitting the dataset.

After that, after splitting the dataset, then | got output then | have compared, and | have
explained in detail the output of the CART model. With that we are concluding this course data

analytics with the python. Thank you very much for attending this course. Thank you.



