Data Analytics with Python
Prof. Ramesh Anbanandam
Department of Management Studies
Indian Institute of Technology — Roorkee

Lecture — 48
Chi Square Goodness of Fit Test
Welcome students. In the previous lecture | have explained how to do goodness of fit for
your Poisson distribution. | have explained the theory portions. In this class | am going to
give you a python demo for that after the python demo I am going to explain how to do the
goodness of fit for uniform distribution or normal distribution.
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The agenda for this lecture is python demo for testing goodness of it for the Poisson

distribution, theory of how to do the goodness of fit for uniform or normal distribution. After
that | will give you the python demo for testing goodness of fit for uniform and normal
distribution. Now we will go to the python prompt there we will see how to do goodness of

fit for your Poisson distribution.

Now we will see the python demo say some dataset is given we are going to test whether that
dataset follow Poisson distribution or not. So | am importing the necessary library like scipy
from scipy.stats chi square from scipy.stats Poisson then for | am importing pandas and
numpy.
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So checking goodness of fit for your Poisson distribution we will see what is that dataset.
This dataset is given arrival is given, the frequency is given. The arrival is in one minute
arrival. For example, in one minute interval O interval there is O frequency. In one minute
interval there is 1 arrival there is 1 frequency. In one minute interval there are 2 interval there
are 4 frequency and so on.
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Whatever the data which is given that is observed frequency. So the observed frequency | am
going to call it separately these are our observed frequency. Then next one is we have to find
out the expected frequency for given x values. To know the expected frequency, we have to
know the mean of the Poisson distribution. We know that mean of the Poisson distribution
like sigma f and n divided by sigma f. See the total arrival is 600 total time period is 100 so

600 divided by 100 so the mu value is your 6.
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So we know the mu value, we know the x value now we have to find out the expected
frequency. So | am making expected underscore frequency so for i in range of length
observed frequency then finding the expected frequency. So E underscore frequency = 100
multiplied by because n is 100 multiplied by Poisson. Pmf probability mass function i, mu
then I am going to get the expected frequency. So | am using a far loop so that it will save our
time.
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So this was our expected frequency. This expected frequency there are different decimal is
there suppose | want to round it off to 2 decimal for that purpose you have to use this
command equal to square bracket round element, 2 for element in expected frequency. So

expected frequency rounded off let us see what is that value.
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So this is our expected frequency rounded value. Now we will add these both the variables by
using zip command into the object called df.
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So the df says that our observed frequency and expected frequency. Once we know the
observed frequency and expected frequency then we can get the chi square value directly, but
look at here, here the expected frequency is 0.25 that is less than 5. So, up to 3 when you add
this 3 then only your expected frequency will be more than 5. So we have added this so after

adding so the observed frequency is 415 the expected frequency is 6.20.

This we have done it manually when you are running a large program with huge dataset you

can make the program so that the expected frequency is more than 5, but here we have not



done that way. We have manually added and checked whether the expected frequency is
more than 5 or not.
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Checking the GOF for Uniform Distribution

19 [0 W thidppfin 99,11)

So this is observed frequency then expected frequency. Now similarly you see that for 10 and
11 and 12 the expected frequency is not more than 5 so we have collapsed these 3 intervals
and made into one interval or that is called 10 or more so that is your 8.39 and the interval is
10 or 11 or 12. Now we have the observed frequency and expected frequency. Simply you

pass this command that s scipy.stats.chisquare observed frequency and expected frequency.

| have to run this. Now | am getting the test statistics chi square statistics 3.27 see the p value
is 0.91 it is above our 0.045. So we have to accept our null hypothesis in our presentation also
I have told you the p value is 0.91 the calculated chi square value is 3.27. So we have to
accept our null hypothesis and we have to conclude that the given dataset follows Poisson
distribution.
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Goodness of fit for Uniform Distribution

Month _Litres

+ Milk Sales Data January 1,610
February 1,585
March 1,649
April 1,590
May 1,540
Jung 1,397

luly 1,410
August 1,350
September 1,495
QOctober 1,564
Movember 1,602
December 1655
18,447

We have tested whether the given dataset follow Poisson distribution or not. So Poisson
distribution is the discrete distribution. We will see another example where the given dataset
follow uniform distribution or not. So the milk sales is given for 12 months January,
February, March, April, May, June up to Decembers then liters also given like this So we are
going to say that the sales follow uniform distribution or not. So the assumption is the sales
follow uniform distribution.
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So what is a null hypothesis the monthly milk figures for milk sales are uniformly distributed.
Alternative hypothesis is the monthly milk figures of milk sales are not uniformly distributed.
You see that the not appears in our alternative hypothesis which is not our traditional way of
forming the null hypothesis. So we have alpha = 0.01 the k is the given dataset because there

are 12 month dataset is there 12.



And here see the p value is 0 because the uniform distribution is not having any parameter
because if you know the lower limit and upper limit of uniform distribution you can easily
construct the uniform distribution. So for uniform distribution having the O parameter after
simplifying it is 11 so when alpha = 0.01 the degrees of freedom is 11, the calculated chi
square value is 24.725.

So if we are using the critical value method if the calculated value is greater than not
calculated value | am correcting this is the table value, table value which we got from the chi
square table 24.725. If the calculated chi square value is greater than 24.725 we have to reject
it otherwise we have to accept our null hypothesis.

(Refer Slide Time: 08:24)

Python code

In [1]): from scipy.stats import chi2

In [2]: import pandas as pd
import numpy as np

In [3]] chi2.ppf(0.99,11)

ut[3]] 24.724970311318277

We can find out the chi square table value by using this one chisquare.ppf.0.99 and 1 24.72
see that the same value 24.72.
(Refer Slide Time: 08:38)



Calculations

Month f, f, (f,- f.)/1,
January 1610 1537.25 3.44

February ~ 1585 153725 148 18447
March 1649 153725 812 f==
Apil 1500 15375 1481 - 12
May 1540 15375 0.0 = 153725
June 1307 153725 1280
July 1410 153725 1053

August 1,350 1,537.2% 22.81 Lo = 7437
September 1,495 1,537.25 116
October 1564 1,537.25 0.47
November 1,602 1,537.25 2.1

December 1,655 _1537.25 . 9.02
18447 1844700 7438

Now this is the given dataset month is given observed frequency is given. To know the
expected frequency what you have to do we have to sum this dataset see that this is the sum
value 18,447 then because it is followed uniform distribution you divide by 12. So, equal
value is 1,537.25. So everywhere you can write this should be our expected frequency. Then
you find out observed frequency minus expected frequency whole square divided by expected
frequency. Then you sum it you are getting 74.38. So the calculated chi square value is 74.38.
(Refer Slide Time: 09:32)

Python code

In [6]: x =[ 1618, 1585, 1645, 1560,1548, 1367, 1410, 1359, 1495, 1564, 1662 , 165

In [7]:] np.mean|x

ut[7]:] 1837.28

In [8]: ewp $a[1537, 55,1507, 25,1507, 35,1597, 28, 1537, 15, 1537, 25, 1637, 25, 1697, 25, 1597, 25, 1537, 35,1537, 25,1597, 28

In [9]: from scipy.stats inpart chisquare
chisquare x, exp_f

Out (9]0 Power divergencelesult]statistics?d 7501046805671, poaluss], P85452527000048-11)

Let us see the python code for this the x is given we are finding the mean 1,537. So expected
frequency is nothing but the same value expected frequency this also we have entered
manually then from scipy.stats import chi square. So chi square x, expected frequency so,

when you give chi square x, expected underscore frequency. You will get the calculated chi



square value is 74.37 the p value is 1.7 into 10 to the power — 11. So you see that this our
python outputs and our calculated values are same.
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So obviously this was the table value 24.725 our calculated value is this one. So we have to
reject our null hypothesis. When we reject a null hypothesis what we are concluding that the
dataset is not following uniform distribution.

(Refer Slide Time: 10:41)

Goodness of Fit Test: Normal Distribution

1. Set up the null and alternative hypotheses,

2. Select a random sample and

a. Compute the mean and standard deviation,

b. Define intervals of values so that the expected frequency is at least 5 for
each interval. '

C. For each interval record the observed frequencies

3. Compute the expected frequency, e,, for each interval.

Now we will go to another very interesting example testing some dataset and checking
whether it is following normal distribution or not. So what are the different steps are there.
The first step is setup null and alternative hypothesis, select the random sample and compute

the mean and standard deviation. Define intervals of values so that the expected frequency is



at least 5 for each interval. For each interval record the observed frequency then compute the
expected frequency for each interval.
(Refer Slide Time: 11:19)

Goodness of Fit Test: Normal Distribution

4, Compute the value of the test statistic,
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(where e is the significance level and there are k - 3 degrees
of freedom)

Then compute the value of test statistics then reject HO if the chi square value is greater than
your value which you got from the table. Here the alpha is significance level here the degrees
of freedom is k — 3 because we know that this is K — 1 — P. So here P is 2 because there are 2
parameter for a normal distribution so the value of P = 2 that is why we have got k — 3.
(Refer Slide Time: 11:53)

Normal Distribution Goodness of Fit Test

* Example: 1QL Computers

QL Computers manufactures and sells a general purpose
microcomputer. As part of a study to evaluate sales personnel,
management wants to determine, at o = 0.05 significance level, if the
annual sales volume {number of units sold by a salesperson) follows a
normal probability distribution.

We will take an example see computer manufacturers and sells a general purpose
microcomputer. As part of a study to evaluate the sales personnel management wants to
determine that alpha = 5% significance level if the annual sales volume that is the number of

units sold by the sales person follows normal probability distribution. So there are some



dataset that dataset is nothing, but the number of units sold by the sales people. They want to
test whether that sales follow normal distribution or not.
(Refer Slide Time: 12:30)

Normal Distribution Goodness of Fit Test

A simple random sample of 30 of the salespeople was
taken and their numbers of units sold are below.

33 43 44 45 52 52 56 58 63 64
64 65 66 68 70 72 73 73 74 75
83 84 85 8 91 92 94 98 102 105

(mean = 71, standard deviation = 18.23)

A simple random sample of 30 of the salespeople who has taken and their number of units
sold are given below. 33, 43, 44 and so on. So for this dataset the mean is 71, standard
deviation is 18.23.

(Refer Slide Time: 12:49)

Python code

lllll

So we have imported the data so we are finding the mean is 71, standard deviation is 18.22.
(Refer Slide Time: 12:57)



Normal Distribution Goodness of Fit Test
*Hypotheses

Hy: The population of number of units sold
has a normal distribution with mean 71
and standard deviation&3

H,: The population of number of units sold
does not have a normal distribution with
mean 71 and standard deviation 18.23

For this dataset what is the null hypothesis. The population of number of units sold has a
normal distribution with mean 71 and standard deviation is 18.23. The alternative hypothesis
is the population of number of unit sold does not have a normal distribution with mean 71
and standard deviation 18.23 because many times whenever you collect the data we have to

test what distribution it follows.

Because when you do the simulation rather purpose we have to knowing the exact
distribution of given dataset is more important that is why testing the particular distribution
will be very helpful for further analysis of our dataset.

(Refer Slide Time: 13:47)

Normal Distribution Goodness of Fit Test

* Interval Definition

Tosatisfy the requirement of an expected frequency of at
Ieast 5 in each interval we will divide the normal distribution
into 30/5 = 6 equal probability intervals.



First we make an interval to satisfy the requirement of an expected frequency of at least 5 this
IS very important at least 5 in each interval we will divide the normal distribution by 5 so 30
divided by 5 so that we will get 6 equal probability interval.

(Refer Slide Time: 14:06)

Normal Distribution Goodness of Fit Test

« nterval Definition

.-"-I 1 "l
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3367 71 1 8863=71+ 97(1824)
71-43(1823)=63.149 7885 -

You see that 1, 2, 3, 4, 5, 6. So when you divide by 5 we will get 6 interval because then
when you divide this way then we can make sure that in every interval you will get minimum
5 or more observed value. So total area = 1 so when you divide 1 divided by 6 we will get
0.1667 is because this area is 0.1667 this area is 0.1667 everywhere. So when the area is

0.167 you can get the z value. We know that their lower limit X bar — Z sigma.

So X bar is given Z value you can get it sigma value also given you can find out this interval
so this is 53.367 the second point is we know X bar is 71 how we got the 71 because the
mean is 71 right. The mean is 71 the sigma is given, sigma is 18.23 when it is 0.66 + 0.66 the
corresponding Z value is 0.43 so 0.43 and this sigma value that is your 16.17. Similarly, at

the right hand side see that how we got 88.63.

The mean value is given so when this side area is 0.166 this area is 0.166 when you add that
then corresponding Z value is 0.97. So 71 + 0.97 this was our sample standard deviation the
sigma value then you will get 88.63. What we got it we got different intervals.

(Refer Slide Time: 16:01)



Python code

In [15]: x = 1/6 #for 6 equal probabil

In [16]): for j in range(1,6):
prob_intervals = [scipy.stats,norm.ppf(j*x, mean, std)]
print ( Prob_intervals)

[53,36743154175236]
(63.14941153083116 | 1
[71.0] Gi
[78.85058846016884]
[88.63256845824763 )

So what are that intervals you see that 1 divided by 6 so that we will get different 6 equals
probability intervals. So for j in range 1, 6 the probability underscore interval is
scipy.stat.norm.ppf we can substitute j value directly here then x, mean in standard deviation.
So when you print this probability interval you are getting this is your different intervals
when we got after solving manually you see 53.67, the second value is 63.149 this was our
interval of the normal distribution.

(Refer Slide Time: 16:43)

Normal Distribution Goodness of Fit Test

Observed and Expected Frequencies
f ﬂ £, f -t

Less than 53,02 (6) (5
53.02t0 63.03 3 5
303 07L0 (6 5
7L00to 78.97 5 5
b

5

0 NS

78.97 o 8B Y8 4
More than 88.98 b
Total 30 30

See that the first value is 0 to 53.36 see that was this value the second one is 53.02, 63.03,
63.14 then 71, 78, 88 the maximum value is 88.63. So what we have to do now we have to go
to this values in that interval we have to count it how many numbers are appearing. For

example, in the interval you see that when the interval less than 53.02 this 6 was observed

frequency.



So how we got the 6 one from this given dataset you have to find out how many numbers are
below that when you count it, it will be 6. Similarly, in the interval 53.02, 63.03 in our given
dataset we have to count it how many numbers are appearing this range there will be a 3 this
is our observed frequency. This is 5 is expected frequency because there was a 30 dataset
since we divided 30 divided by 6 there will be a 5 expected frequency will be there.

Because why we are dividing by 5 because minimum we need to have 5 expected frequency
that is why we have divided by 6 so we have to divide the given dataset by a number so that
the expected frequency is 5. So we got this observed then expected frequency then find the
different square the difference.

(Refer Slide Time: 18:26)

Python code

0 [17): Expected Freq = [5,5,5,5,5,9) #

In :;‘\‘ ' Obs_f : l‘: ) 1‘ll‘l ]

In [19]: scipy.stats.chisquare(Obs_f, Expected Freq)

t1 Power divcrgen(cﬂosult(stﬂtisti('1_.‘50999999999‘)9999,_WS\JMSOINJ])
o= 57
This was our expected frequency this is our observed frequency. So scipy.stat.chisquare
observed frequency, expected frequency. We are getting 1.5 see the p value is 0.90 that is we
say that 5% it is more than that. We say we have to accept our null hypothesis so the given
dataset follow normal distribution.
(Refer Slide Time: 18:50)



Normal Distribution Goodness of Fit Test

+ Rejection Rule
With o= 05and k-p-1=6-3-1=3d
(where k = number of categories and p = number
of population parameters estimated), Zgs = .81
Reject H, if p-value < .05 or * > 7.815,

In [5]: fchi2.ppf 8,05,

. |2 B 8147270002511 765
e Test Statistic

ZZ=M+ﬂ+ﬁ+@+ﬂ+@= 'rl,ﬁi;
5 5 - 5 3

When you look at that one alpha = 0.05 there are k = 6. How we get got is 6 number of
intervals | am going back 1, 2, 3, 4, 5, 6 that is why it is k = 6. P is a 2 parameter nso 6 — 2 —
1 is the 3 degrees of freedom. When 3 degrees of freedom when alpha = 5% the table value is
7.8815 you look at this one our test statistic observed frequency minus expected frequency
whole square divided by expected frequency when we add it is 1.6.

So what is happening in chi square distribution so this value is 7.815 our calculated value we
are getting 1.6 so we have to accept our null hypothesis and we have to conclude that the
given dataset follow normal distribution. Now | will explain the python code of testing how
to check whether the given dataset follow uniform distribution and normal distribution.
(Refer Slide Time: 20:01)
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Suppose we want to know the chi square table value when alpha equal to 1 percentage when
it is alpha 1 percentage we have to write chisquare.ppf 0.99, 11 degrees of freedom. So we
are getting the calculate the table value of chi square value is 24.72. Then next one this is our
x value then we are finding the mean of that one. So the expected frequency is nothing but it

IS going to be our mean.

Now we got the observed frequency that is our 1, 610 that is x value than expected frequency
is this one exp underscore f. So when you write chi square x, expected underscore f this is our
expected frequency. So now we are getting look at the p value. The p value is 1.7 10 to the
power — 11 it is very low value. So we have to reject our null hypothesis. You can look at this
our calculated chi square value is 74.

The table chi square value is 24 so 74 is larger than 24 so we have to reject our null
hypothesis then we are concluding that the given dataset is not following uniform
distribution.

(Refer Slide Time: 21:26)
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After that you will see the second example there are some dataset is given we are going to
test whether this dataset follow normal distribution or not. So what I am running this dataset.
First I am finding the mean the mean of the given dataset is 71 and the standard deviation of
the given dataset is 18.23. So what is a null hypothesis the given dataset whose mean is 71

and standard deviation 18.22 follow normal distribution.



Alternative hypothesis is it is not following normal distribution then the given dataset the x
value we have to divide by 6 because we need to have minimum 5 expected frequency not
observed frequency, expected frequency in each interval. So the given dataset is divided into
6 so that because 30 divided by 6 I will get 5 expected frequency in each interval. Now in the
range of 1, 6 | am going to get the different intervals. So one interval is 0 to 53.36 another
interval is 53.36 to 63.14 another interval is 63.14 to 71 next one 71 to 78.85 the next interval
is 88.63 and above. So this was our interval.
(Refer Slide Time: 22:54)
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So, how we got this interval now we got the different intervals. Our expected frequency is
555 I am running this because we have divided by 6 and our observed frequency. So from the
given dataset in the range of 0 to 53.67 we have to count it how many dataset is there, there
are 6 dataset. In the interval 53.36 to 63.14 there are 3 dataset. In the interval 63.14 to 71
there are 6 dataset and so on. We have to manually count it how many dataset is appearing in
this interval that is our observed frequency. So now we got the expected frequency and
observed frequency.

(Refer Slide Time: 23:39)
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Then when we do the chi square test so we are getting p value 0.90 that is bigger than our
alpha value. So we have to accept null hypothesis and we are concluding that the given
dataset follow normal distribution. In this lecture, first I have explained a demo for testing
goodness of fit for a Poisson distribution then | have explained the theory behind how to test

goodness of fit for a uniform distribution normal distribution that is some dataset is given.

How to test the given dataset follow uniform distribution or normal distribution then | have
done the python code with the help of python demo I have explained how to test the uniform
and normal distribution for goodness of fit because the testing another important point you
have to remember all the random numbers follow uniform distribution. Sometime you may

ask to say some random numbers.

And you have to test whether the numbers are really random or not. For that purpose, we
have to test whether the given dataset it is following uniform distribution or not. If certain
numbers following uniform distribution we can conclude that, that numbers are random

numbers.



