
Course Name:Business Intelligence and Analytics
Professor Name:Prof. Saji.K.Mathew

Department Name:Department of Management Studies
Institute Name:Indian Institute of Technology Madras

Week:11
Lecture:43

IMPLEMENTATION IN PYTHON: ANN | BI&A | Prof. Saji K Mathew

Okay, so different steps, what is data preparation? You are aware of it. So, one of the, so
one of the steps in the data preparation is partitioning the data into training set, testing set
and validation set. And in this kind of an exercise which involves a stock price series, we
would split the data and the general recommendation is use the oldest data 70 percent
and include major patterns in the data, when you split data. So, therefore, a time series
like this should be observed first. First plot the time series and see if you make 70
percent as training data, does it really include all the major patterns.



For example, here you can see perhaps there is a stock split or something that has
happened here. So, you have to ensure that this particular pattern is included for training.
Otherwise the model of, the model training will not be efficient, it does not have the all
the patterns to train the model. And then 20 to 30 percent for testing and most recent data
for validating the final model and reporting what is the prediction error.

So, that is the validation set. Validation and testing are similar, but in testing you know
that you will generate many models. You may actually generate, say 5 or 10 constituent
models or, sorry candidate models, not constituent . And then use the, so the test data
will give you the, you know accuracies of each model and you will finally select one
model as the final model whichever is most accurate. And then once again test it using
the validation data and report what is the error, prediction error with respect to a very
recent set of data.That is the approach.

So, next step in this project is choosing the network topology and I think we discussed
this already in connection with neural networks in the previous session. So, topology is
also known as architecture or structure. In literature, you will find this different words
they all mean the same. What is a network? It is a feed forward network, but how many
hidden layers and how many neurons in each layer? These are all design that you have to
do.



So, especially the choice of number of hidden layers and number of neurons in each
hidden layer is a choice or they actually form part of the hyper parameters. These are
actually parameters that you decide for the algorithm. So, these are already discussed and
then, also the transfer function for each layer. So, we discussed the general principle that
for hidden layer the transfer function can be non-linear, but for the output layer it has to
be linear. And there are of course, reasons for that and we are not going into that.

So, then the training process itself. So, we have discussed this already. So, now a days
the ReLU is very commonly used as a transfer function. So, we will look at it when we
actually start modeling. So, the algorithm, also you have choices when you use typical
library or software for training neural networks, the gradient descent and gradient
descent with momentum. So, these are different types or different variants of the back
propagation algorithms.

And you know that in modeling, especially for the purpose of forecasting and prediction,
you also need to estimate what is the prediction error. So, prediction error since it is a
time series continuous value data, you can use indicators or measures like MSE, RMSE,
mean absolute error, mean absolute percentage error, MAPE. And you can see that



MAPE is a ratio and rest all measures are not ratios. But for the same data set of course,
you can compare using any one of them and MSE is widely used.

So, that concludes the introduction to stock price modeling and ANN is something as a
technique we learnt already. Now, we are going to actually get some data and apply this
principles which we learnt, to model the data and then subsequently see, visualize and
see how the model performs. So, that is our next exercise.

So, the data set that we are going to use in this session is the daily stock price series of
Infosys Limited listed in NASDAQ. Infosys perhaps is the first Indian IT company to get
listed in NASDAQ and that was a historic moment.

So, you can see the Infosys price series starting from 1999 to the point in time when I
downloaded this data, that was 2015. So, you have about 16 years of daily price series,
daily price series and daily means that is everyday stock price, but only for the trading
days. How many trading days are there in a week? 5 trading days. So, it is every 5 days
data, it does not have Saturday, Sunday included.



So when you look at the data, read it that way. So, daily series not weekly, not monthly.
So keep that in mind and daily series is easy to predict, but experts will say when you
actually change the frequency, the prediction accuracy would be different. And when you
look at the price series, when you download this as a csv file what you get is a few
attributes of the time series like the date, opening price, highest price during the day,
closing, lowest price during the day, closing price, trade volume and adjusted closing
price. So, which of the attributes of the series we should be using? Should it be opening
price, closing price, highest, lowest or adjusted closing price? Experts would
recommend, when I talk to experts in finance about this, they strongly recommended
closing price, not adjusted closing price.

And there is a rational that they gave, the rational is adjusted closing price does not
exactly capture the behavior, because if the company adjust the closing price and what,
how they adjust the closing price is not an information that is known. So there is some
intervention to change the series there, but instead of that if you look only at the closing
price, it captures the exact behavior of the stock price. So, but I have seen in papers or in
research papers, some use the adjusted closing price also, but for our exercise we will
use the closing price which is the, which is one of the columns in the data series. So, we
should extract this and that is the idea. And also if you look at the series, you can see the
series starts with the current data which is the latest data, 2015 data and then it. So, the
starting is with the current data and the ending is with the old data. So, we may have to
reverse this. So that you know we use the initial data for training and the final data for
testing and validation. So, there is a flipud, flipud function both in matlab as well as in



python for doing this, you had, you can inverse the data series. I started this modeling
with matlab in the beginning, may be 15 years ago, but which was a proprietary software
and quite expensive, but today with R and python you can do this without having to pay
for a software.

So now we move from here, having looked at the data series how the data looks like, let
us now go on to model this using python. So, there is a python script which is already
available, which I migrated from matlab to R and then R to python. So and it is, the
algorithm is the same or the methods are the same, but you use different programming
languages. Here is my jupyter notebook and I am going to use ANN script which is
already uploaded here in the directory and let me go there and here is the data set
infi.csv and we are going to import python libraries to do modeling and comments have
been given at different points for you to understand what each instruction does. So we
are going to use of course, pandas and numpy in this project and of course, scikit learn,
we are going to scale the data or standardize the data and so we have standard scalar and
scikit learn library has a neural network function for modeling the data using neural
network and then the plot function, plot library, matplotlib is used.

So these are called first and then I am going to read the data using the read.csv which
we used earlier also and that is read as data. So, this becomes a panda table which is
already dead. So, price is equal to data, the close, close is the column which we saw that
has the closing price. So that is our, what, that is our time series actually we are going to
use only that, closing price series, close.



So, our time series basic data is that which is now named as price here and we are
checking is there any missing data and actually you will find there is no missing data and
as I said we need to reverse this data series because we need to start with the oldest data
and then end with the most recent data. So, the flipud function is used to, is used to
reverse the data series and then I am plotting it. So, I am going to plot the data series and
before reversing and after reversing and you can see that the data series is reversed and
you can also see that there is a major change that is at the end of the data and we need to
ensure that this particular pattern is captured in the training data, in the training data. So I
am just plotting the reversed series alone.

So, that it does not confuse. So, you can see that the, that major changes happened only
in the beginning. So therefore, if you take 70 percent of the data the major change is
already contained in the training data. So, just to be sure about it and now in the next
cell, I have defined a function for moving average and literature suggest that in order to
train a neural network for stock prices effectively, one must use three moving averages.
Moving average for 5 days, moving average for 10 days, moving average for 50 days
meaning moving average for 1 trading week, moving average for 2 trading weeks that is
10 days and moving average for 5 trading weeks, that is the meaning.

So, that is what is done. So, since we need to repeat this function. So, I wrote a function,
I defined a function SMA and then I am actually giving values or arguments to that
function SMA, to create moving average 5, moving average 10 and moving average 50.
This is based on literature. And in the next cell, I am calculating momentum. So we
discussed what is momentum? Momentum is old closing price minus current closing



price.

So, there is simple wide loop that is created to compute this values for the whole time
series, the whole series. And since momentum is only 1, I do not have to define a
function for it, it is calculated. And the next cell computes relative strength indicator or
RSI. So I explained or I showed you the formula for RSI, which is a function of number
of positive changes and number of negative changes. This particular cell just implements
that formula using a wide loop again because you have to do it for the entire series.

So, RSI is calculated here and the variable RSI would finally have, the RSI will have the
complete data for the time series once it is calculated. That is done, so far so good. And
we can see that we are still putting all our time to prepare data. We are doing, we are still
preparing data, we have not started modeling at. So the next step is the step that requires
all a researchers attention because the idea here is to use the time series and derived
indicators from the time series to train the model.

Now, there is a challenge here. There is a time series which starts at some point in time
and ends at some point in time. Now, when I calculate indicators like the moving
averages, that series will not be starting at the same point in time. So, when you calculate
moving averages, some data is lost and therefore, it is important to synchronize the data
from the same starting point. So, the effort in this particular module is to synchronize the
data with respect to starting point 50. Although the data that we have starts at 1, since we
are calculating a moving average with respect to 50, it cannot start before 50.

It has to start at 50th point. So, if you closely observe this data, it is all starting from the



50th point, from the 50th point. The formula has been implemented to start all data series
from the 50th point, but you can see also that I am using lag, lags of the series. We found
that lags also inform modeling. So, you can see my starting point is with the price, m
price is the starting series, the original series which starts at 50th point.

I use lag 1. So, lag 1 will start at the 49th point and end at a point before the end point.
So, that is what it is and lag 2 will start at the 48th point. Moving average 5, moving
average 10, moving average 50 will all start at 50th point. I am synchronizing it with
respect to the 50th point. Momentum also starts at 50th, RSI starts at 50th and you see
there is a series called mT or target data.

Target data is starting at 51st point. What is the rational for it? We already discussed
how prediction work. When I give 50th point, the target is 51st point. So, target means,
you advance the data series by one point, that is your target data set. So, I created it by
starting it at 51st point. When I actually use the target data, if I take the data point for
other series up till the last point, then the target data will not have the last point.

So, it will be short of one data point. So, that is the reason why I am not going to the last
point. I am going to the point last but two, not even last but one, to reserve data for the
target. All these you have to take care in synchronizing the data, but good question.
Now, having prepared the data and prepared your data matrix as consisting of how many
indicators? m price that is the original price, lag 1, lag 2, moving average 5, moving
average 10, moving average 50, momentum RSI, 3 2, 5+ 2 7+ 1 8, 8 attributes or 8+
indicators. Actually, these are derived from the original series, but I use derived
indicators and create a matrix to train the model which I am going to build.

This particular methodology I have derived from a research work which is given as
reference in your course outline. So, that is a particular empirical method that is
followed. It is a lot based on prior observations and experience.



Now again we are in data preparation. Now we are going to transform the data using the
standard scalar available in Python library and I am also going to split the data using the
split function that is available in scikit-learn, into training and test data. I am not creating
a validation set separately here, for simplicity. So, what I have plotted is the test data, the
transformed test data. It is not really transformed data that I have used m here, but let us
go ahead with that. So, I just wanted to be sure I am saying the right thing to you when I
look at.

I have used m here. We will come back and use the m data later. Let us go with m to
start with. m is the original data that I am splitting here and the plotted data is actually in
the same value units.

Let us go to the next module. In the next module, so far we worked on data preparation,
up till the point of splitting the original data into training data and test data. Now, we are
going to model this data using a neural network and therefore, neural network has its
own hyper parameters and we need to set this up or we need to specify the model. So,
what is being done here is, I am giving a name to the model nn neural network 8431, but
yes 8431 means what, we learn to define or code networks. A network design can be
coded.

What does 8431 mean? 8 neurons. How many layers are there first of all? 4 layers. 4
layers, 8431, 4 layers. How many neurons in the input layer? 8 neurons because we have
8 variables. That is correct. How many neurons in the output layer? 1 neuron because we
only want to predict the closing price.



So, 1 is the output layer. So, how many hidden layers? 2 hidden layers. So, 2 hidden
layers and the first hidden layer has 4 neurons and second hidden layer has 3 neurons.
That is the interpretation of 8431 and now I am calling MLP regressor which is the
neural network model in the python library, scikit library and so I am specifying hidden
layer sizes, but I have given 4 4. If it has to be 8431, it has to be 3 here, not 4, 4 3 1.

So, I am giving it as 4 and 3. It has to be given only for hidden layers here. Activation
function is a ReLU function. ReLU is widely used like sigmoid. What does ReLU
means? Those who have learned electronics and rectifiers, ReLU is a rectifier function,
meaning what? If you have a sinusoidal function, you input the sinusoidal, it will give
only the positive side, the negative side is dropped. So, that is a rectifier. So, if there is an
input value, the output will be same as the input if it is a positive value. If it is a negative
value, 0 is the output. So, it is a rectifier function, ReLU function.

Learning rate is constant and learning rate is initiated as 0.1. 0.1 is a learning rate value.
Learning rate is something that is a hyper parameter which you can adjust. So theη
value is between 0 and 1. When you work with neural networks, you can give any value
between 0 and 1, but the implication is if you give a value close to 1, the training may
not converge. There will be lot of oscillations, you can see. So, therefore, start with a low
value, for learning rates like 0.1, 0.01 and train it again if it is converging, then give 0.2,
0.3 and see what value gives you best performance and, convergence and best
performance. You can actually change these values, learning rate. And similarly,
momentum is another parameter you can use to tune the algorithm.



Now, GDM, this is gradient descent with momentum. So, momentum is another
parameter, hyper parameter you can adjust. Momentum follow the opposite principle.
Start with a high value. If you give a low value for momentum, the training may not
converge. Start with a 0.9 or 1 even if it is not converging, 0.9, 0.8 like that. So, these are
tricks. So for learning rate, start from a low value, for momentum start from a high
value. So, the learning rate is the rate at which the algorithm learns the patterns. So it is,
at the end of the day it is an optimization that is happening and there is something called
convergence.

So, all these values help in reaching convergence. So, if you put a high value as I said it
may not converge, but higher the learning rate, faster the convergence. It is a rate. It will
learn faster, but it may not converge also. So, learning rate and momentum in fact, tunes
the training algorithm and it will have opposite effects. Let me not take you to other
domains, but that is the method or the hyper parameters.

Then maximum number of iterations, number of times the data set will be used for
deciding the weights, for computing the weights. So, you can decide the number of
iterations as 5000 or 10000, but it has computational cost. More the number of iterations,
more time it will take to train, but thanks to your computers today, it does not take much
time. As was this exercise, say 20 years ago or 30 years ago you can start training a
network and then go for your coffee and combine.

So, because this takes a lot of computation. So, these are the parameters that we input,



tolerance, the change between errors, if it actually becomes very low, then the training
converges. So, these are actually hyper parameters that you use for training the
algorithm. And after deciding or after specifying this, then you fit the data. So, 8 4 3 1
actually the data is, the training data is input, training data x train and y train. So that is
the training it has done.

You have built the model and how far it took, you have 16 years of data and of course,
training data is 70 percent of that, but it did it fast, quick. Now our effort is to look at the
model, take the model and make it predict. So, we are giving x test as an input, x test as
the input. The test data is given as input and then you get a predicted y pred, the
predicted output is obtained. We already know what is the actual y test, which is the
actual data, y pred is the predicted data and it also outputs the loss, loss is nothing but the
error, the prediction error and it is MSE value, it is MSE which is labeled as loss.

So, loss is the MSE or the prediction error. So, what is the prediction error? 34.57 and in
the next cell, I am visualizing how well the model is performing. I am trying to visualize
the model. Do you like it? What is it plotting? The predicted output and the actual value.

So, the prediction is closely following the actual. Do you agree? The predicted color is
red and the test data, the actual data is blue. The blue and the red are close to each other.
Now this visualization helps you appreciate ANN because ANN has the ability to model
noisy data and non-linear data and predict with good accuracy. The prediction
performance as visualized here, looks good. So, therefore, ANN is a very valid approach
to modeling time series data, which is noisy and non-linear, widely used.



So, as researchers you may actually become curious at this point. I want to use an
ARIMA for the same series and see how ANN versus ARIMA is better or worse. You
can add scripts here, use that modeling technique and then compare, using the python
scripts and compare the performance of models. And here as researchers you can
actually, as I said change the hyper parameters like instead of 4 3, you can use 4 4 and
see if the model performs better.

I am looking at my prediction error which is 34.57. Let me see instead of using 4 3, let
me use a 3 3 and see if the model performance changes better. It is 36.147. So it is,
slightly you know, it is not improving, it is actually getting worse, but you have to take
many trials to establish this and between trials there could be changes because all the
time the model starts with some random weights. The starting point, the random weight
vector will be used. So, there will be changes between the different trainings. So, the
trained models could be slightly different in terms of its performance because of the
randomness involved.

So, my job was to get you started with ANN modeling. How you can design ANN
network? How you can prepare data? You can see a lot of our time, I would say 70
percent of our effort was in data preparation, to prepare the data because if you do not
prepare the data well, the model will not do anything, it will not behave. So therefore, all
our effort went for that and then of course, calling the regressor and specifying the hyper
parameters and then testing the model and then finally modulating, it is the next step.



Now, as a project we cannot end here, this is one model. Now, train an 8 4 3 1 model,
train an 8 4 1 model, train an 8 3 1 model and report the performance of each model and
then from a set of trained models you select the best model it could be an 8 4 3 1 or an 8
4 1 or 8 3 1, you have to decide that. Then use some validation data to finally, report its
performance. That is how this exercise can end.

So, I have seen this is a master project in some students too, but then you learn a lot
about different stock markets and see what model functions best in certain markets or
certain assets etc.Those are all details of the application of this approach. I will close
here.


