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CLUSTER ANALYSIS

Hello and welcome back. So, we will continue the next, with the next topic which is
Cluster Analysis. So, cluster analysis is one of the widely used applications of analytics
in business. In business, cluster analysis has several applications. We learn decision trees
it has certain strengths, but when it comes to clustering, you will see that it has a
different approach and different capabilities. So, we are going to discuss what is cluster
analysis and how this can be used to solve business problem today and in the next
session.

So, I will try cover concepts of cluster analysis and subsequently you must be able to
apply this. What is the difference between cluster analysis and decision trees? What do
you expect the difference to be? Both are used for grouping objects. In order to group
this class, I can actually use a clustering technique, I can also use decision trees. But
what would be a difference if I have to form groups, a project groups from this class
based on the concepts of decision trees and clustering.

There will be one difference, major difference. The difference would be that if I use
decision trees I would say what is my objective, what is my target. Form groups such
that the CGPA will be the highest. So, I have some output that I am looking at, some
target variable I am looking at, based on that you have to form the groups. So, you work
on it based on what is the target given.

But in cluster, I will not tell you what I want. I would just specify certain variables or
certain attributes. You form into groups based on your interest, your region, your
undergraduate degree and what kind of specialization you want, you know what kind of
job you want, four or five attributes I gave. But I do not give you any target variable. I do
not give any y variable.



Market customization

» Segmentation involves identifying groups of consumers
who behave differently in response to a given marketing
strategy

» It leads to formation of distinct subsets such that

members are different across segments but are similar
within

You have only attributes. So, cluster analysis is a technique that is unsupervised or there
is, nothing is known about a target. But what you want is to find out how this various
objects or why, how this various participants of a class get formed into groups, when I
say these are my attributes. I am curious about it. It is a discovery process or it is
induction.

I need to index certain structure from the data. Instead of deducing a structure based on
prior principles, I am actually inducing a structure into the data and that is what
clustering is. A good application as far as business is concerned for clustering is
segmentation. As soon as you hear segmentation, think of clustering. If you have to
segment market, well you have a product and you think that whole of India is your
market.

Is that ever correct? India is your market. Would a marketing manager say that? No.
India is the most complex country in terms of demography. You have all categories here.
So, where is your product going to be relevant? First thing is, they call it market
customization in marketing.



You have to actually look at what are the segments within this geography. And now I
understand demographically I can actually segment a population or a geography. Then it
results to various segments and looking at the segments I know whether my product or
service match with a particular segment or not. So, that is the first exercise. Segmentation
in marketing, segmentation, targeting and third activity is, business students, positioning.

Segmentation targeting positioning, three major activities of marketing. So,
segmentation, you cluster targeting is more of a supervised learning technique that we
applied because we are trying to look at or target who are buyers or non buyers . The
target is not. In this case, there is no such thing as a target. We just let the data group or,
sorry, form into clusters based on mutual affinity.

If I simply ask you to form into groups, what are you going to do in the class? I just say
I do not give any attributes also. You decide which attributes. Just form into some
groups, five groups. How will you form the groups? This will be one group because they
have a lot of things to talk. You can listen to them.

So they are close. There are some common topics. It is called affinity grouping. So,
clustering is an affinity grouping. So, what is the principle there? So, there is something
related to institute, job, internship, politics, something they are talking.

But that is of interest to the group, that brings them together. So, something can be food.
Somebody else is interested in movies or you are coming from Punjabis. All Punjabis get
into one group or Keralites get into another group. These are our natural affinities.

So cultural distance, you know as it is called in literature, that will be one attribute to
form groups. There is no objective there. There is no target there. You just formed into
groups based on affinity. So, that is a broad principle that is driving clustering, based on
how close the attributes are.



Clustering

» Unsupervised
To discover natural groupings

Which are sub-segments among the current subscribers?
» Clustering is not statistically sound but practically
insightful
Issue of generalizability (local optima)
» Guided by human intelligence, depends on bases
» Applications:
Biology, medicine, psychology, market structure, geography

» How is clustering different from factor analysis?
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The objects come together. So as I said, clustering is unsupervised, not target variable.
So, it aims to find out natural groupings. Clustering is not statistically sound but
practically insightful. Yeah well, that is a very broad statement because we do not do,
generally many statistical tests when you do cluster analysis.

That is generally the case with data science applications where you work with large
databases, millions of data. And then you form clusters from that large data. You know
when the data size is too large then of course there is sampling involved. So, data mining
algorithms can actually do sampling of that data and then build models based on the
samples. But the thing is, you do not actually try to do a significance test to see if the
model would generalize to the population etc.

That kinds of test are, they do exist but they are not generally done. You work with large
databases and generally deploy those models after testing for prediction purpose. And
therefore, you know statistically not sound, that is the basis for that statement. So, you
know issue of generalizability or local optima as it is called in optimization techniques
and it is guided by human intelligence and it, the your solution will be as good as the



variables and the data that you use. If you do not have the right variables for, say
segmentation the segments that you get would not be useful for your product.

What do you do with it? When you look at it, you do not get anything out of it. So, that

is an important aspect and it is widely used in different domains including business. Are
you familiar with factor analysis? Have you done factor analysis in data analysis?
Anyone familiar with factor analysis? What do you do? There is something called
dimensionality reduction. Principal component analysis, dimensionality reduction. What
is the purpose there? Clustering is in principle similar.

It is not the same thing, but it is very similar to factor analysis. Suppose I get into an
exercise, like you know I want to do everything from the scratch. So, I believe that, you
know that is the way things should be done. So, I develop an instrument to get student
feedback about my course and satisfaction, student satisfaction about my course. I
develop, custom develop some 50 items, 50 questions or 50 items and I give that
questionnaire to you.

50 items or 50 variables I would say, each of you score me in 1 to 5 or 1 to 10 scale .
When I look at the 50 items or 50 variables, too many dimensions, too many things
there. I am not able to sort of make much sense from it because many of them may be
very correlated. For example, was the faculty friendly? Did the faculty smile? So, what
does it mean? So, many things will be very correlated. So that is called in, factor analysis
what you do is you try to reduce this number of items to a few dimensions.

You say faculty behavior, faculty knowledge, examination. You can reduce the whole 50
into 5 or 6 dimensions. This is called dimensionality reduction. Too many variables,
difficult to comprehend, difficult to interpret, related variables or related items you bring
together into dimensions or map into dimensions. Basically, that is the principle in factor
analysis sort of techniques.

In clustering we do similar thing. We actually bring objects together. In factor analysis,
it is the variables that you reduce to a few dimensions. In cluster analysis you have a
large database or objects. You actually group them into few classes or few clusters. You
reduce the number of objects, not the number of variables. That is the difference.

So steps in cluster analysis. First one is of course decide which variables to use. Cluster
analysis is based on variables, base variables. Variables determine how the clusters will
be formed. I can form different clusters of this class.



Steps in cluster analysis

» Decide which variables to use as base variables

Descriptor vs behavior

» Select measures of similarity

How to measure similarity?

» Choose an algorithm to group similar objects

How to assign objects to clusters?

» Create clusters

How many clusters?

» Describe the clusters (Profiling)

Let me again use the example of the classroom. I can use, say CGPA and performance in
under graduation as two variables. How do you expect the groups to be formed? All the
nerds will be in one class, who will be wearing the specs and reading all the time and all
the fun guys will be in another class, bike bunches for them and all. So you can expect
based on academic performance, you are trying to create clusters. But instead of that if I
objective is to like I also want guys who are smart, who are having social skills.

I look at both your social skill as well as your academic performance. Then I add one
more variable related to your social skill, provided it is measurable and data is available.
Then I will find better groups formed. It also depends on my objective. If I want to
recruit for something which is purely data science or does not require any social skill, I
may go by the CGPA alone.

So choice of variables is based on why are you doing the clustering exercise. What is
your purpose? Your purpose drives your choice of variables. Now one important aspect
of cluster analysis is a measure known as similarity. Similarity is similar to purity which
we discussed in decision trees. In decision trees, the subgroups would be or should be
pure, as the child node should be purer than the parent nodes.

So in order to do that, the algorithm needs something known as measure of purity. So



we looked at Gini score, we looked at entropy and so on. For clustering, again the
purpose is homogeneity. You want to form groups which are homogeneous with respect
to certain variables.

Objective is similar here also. When I form five groups in the class with respect to
certain variables, they should be homogeneous with respect to those variables. And also
one group here, another group there. You are homogeneous, they are homogeneous but
within the group. But these two groups should also be, they should discriminate.

They should be different. The two groups should be different otherwise you can add
more the groups. There is no point in having two groups if they are similar. But you
should be, say high scorers or medium scorers or, you know but highly socially skilled
etc. So each group should have different characteristic.

So that is called the profile of the cluster. You need to profile the cluster. Looking at the
profile of the cluster, it should be useful and interesting. And then choice of algorithms,
we will see what are the different types of algorithms for clustering and how many
clusters. Just like we have the parameters, control parameters to control and prune the
trees. In clustering also, you can control the number of clusters by specifying the number
of clusters.

In certain algorithms you can directly specify. For example, there is an algorithm called
K-means algorithm. K-means is widely used. The K is nothing but the number of
clusters. You specify it a priority.

Starting itself you have to specify. Then describe the clusters. So cluster profiling. So
basis for choosing base variables, I think I talked about it already. It depends on the
purpose in business.



Choosing variables as bases

» Basis for bases
Reason for clustering
New product design
Benefits sought
Positioning
Perception about existing brands
Customer loyalty/retention
Recency, Frequency, Monetary value (RFM)
Data availability

» Clustering solution could be strongly affected by
Irrelevant variables

Undifferentiated variables
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It depends on the purpose of business. If you are marketing a product and your aim is
positioning, so you may actually cluster based on perception of brands. Whereas if you
are clustering for customer loyalty, customer retention widely used variables are the
RFM variables. Recency, frequency and monetary value. In marketing literature, this is
widely discussed. Your classification of customers into platinum, gold etc is based on
RFM kind of variables. Not just one variable but multiple attributes. I have given you a
reading in supplementary readings. You can read that. That is on RFM.

Delta Airlines continues to use RFM as a method for customer classification or customer
loyalty program. These are general principles. Let us move on.



Clustering problem

» A marketer wants to segment a small community based
on store loyalty (V1) and brand loyalty (V2).

» A small sample of 7 respondents were chosen

» 0-10 scale was used to measure bothV| andV2
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Let me actually start with an example. Clustering algorithm. I will discuss the details in
the next class. Just to get a sense of how we are going to proceed. There is something
called loyalty in business. You actually want to build loyalty in customers and
organizations invest hugely in loyalty programs. Investment hugely happens in customer
loyalty, customer relationship management.

These are areas of huge investment. Some companies invest more in CRM than in R&D.
Many companies actually. Why so? There is of course, evidence for it. Loyal customers,
they are buying behavior or they buy more as the years go by.

They bring more customers. They bring referrals and they need much less servicing
because you get used to the business etc. So, loyalty is an important aspect which
companies build.

Now here is a small survey where two variables V1 and V2 are used. Two variables. So,
two variables V1, V2. V1 represent store loyalty. V2 is brand loyalty. Now what is done
is, seven respondents were given this instrument. So, you can actually classify seven



respondents or put seven respondents as A, B, C, D, E, F, G. Seven respondents. You get
some data from each respondent.

Respondent A will give some value say 7, 3. B will give some value 4, 2. C gives some
value 7, 2. D gives some value 3, 1. 6, 2. 6, 1. 3, 2. [ am just putting numbers here. Just
look at this data, with that the session gets over. Just look at this data, who are the
respondents who are sort of having similar response or similar perception about loyalty?
A and C. 7, 3, 7, 2. They their perception is very close. And yeah, maybe 6, 2 also you
may write. They are one club. By looking at the data itself, we will try to suggest, well
they feel their experience is similar.

And look at D, D and G. 3, 1 and 3, 2. They are also very similar. Are you getting a
sense of what clustering will be doing? Next class, we will see how this. Essentially we
are making certain sense based on proximity. They are close in terms of the values, in
terms of the responses they are close. So, they feel similarly, they experience similarly,
they must be put into same group.

That is what clustering is going to do. Practically in clustering, you have variables, their
values and then you look at each pair of value and see how close some are in terms of
these values. So, we talked about similarity. Similarity is a measure now we need to
develop, to sort of shape this idea of bringing objects together based on certain measure
of similarity. And that is what we are going to discuss in the next class.

There are different measures of similarity for different data types. All that, next class
and we will work on a problem in the next class. Thank you very much. See you again
very soon. Thank you. .



