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It all started with the joint network and telecommunication operator initiative and call-for-action

for the industry in order to provide a new network production environment that was based on

modern virtualization technology, which will enable to lower expenses, that is lower reduced the

cost, and increased efficiency and agility for managing and operationalizing the networks. And

we need to look at what reasons compelled to do this.
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And the most crucial thing being the deployment cycle itself. When you think of, we have the

network services that we want to deploy or, we have an idea and to bring that idea to life, what it

required for the telecommunication industry to go through? And the diagram over here on the

left shows what exactly it means. So, you come up with an idea as a telecommunication operator

or a researcher that you want to deploy, and then you need to build this telecom idea into the

cycle.

And to do that, we need to ensure that whatever the hardware infrastructures that the

telecommunication operators deploy need to be upgraded with the support that is necessary to

ensure that kind of service or an idea translates to is deployed. In order to do that, what it meant

for the telecommunication operators is to push their ideas onto the equipment vendors, who

would then enable to build the required functionalities within those equipments. By equipments,

we refer to the routers, the gateways, the switches, and most of the middleboxes that we look and

primarily the middleboxes of various kinds.

And even if you think of having a new kind of middlebox, you need the equipment to go to the

equipment vendor and get things done. And this would mean that there has to be multiple

telecommunication operators who would want to invest on the equipment for long, and the

equipments that would be then created, need to be procured in a large scale. That was often a

barrier when you want to prototype and test.



Further, when the equipment vendors would take these things, they would then have to ensure

that whatever the device is that they are going to deploy meet specific standards. So, they need to

get clearance from the standards-developing organizations to ensure that they can readily build

such devices, and then they can be operational at different infrastructures.

And this is where most of the time would go in bringing the idea onto the market. And once the

standardization would be done, the next part would be to really implement adhering to those

standards, and then equipment vendors need to build or produce those kinds of devices and then

send them back to the telecommunication operators.

And once the cycle of selling these newer equipments back to the telecommunication operators

will be done is when the real deployment of those initial ideas could continue. This would mean

that the overall cycle had to go through multiple stages. And there would be multiple players

involved in each of the phases. This would roughly account even if there were like a single flag

change that you want to experiment with and try out or have to deploy, it will take as minimum

as 2 years, and in many cases, 6 to 10 years on average would be the time that your small idea

could get into practice.

And this bothered a lot for the telecommunication operators. But then when we contrast the same

with the internet service providers, or the service providers on the internet lifecycle, like for

example, consider Google, Facebook, Yahoo, who have certain ideas to deploy, they would

eventually develop the ideas in-house, deploy them on their servers, and publish them to make

them accessible to users. And all of this would need less than a year's worth of time or roughly

around 2 to 6 months.

And these were made available for experimentation for users to try in a much quicker fashion.

And if we contrast the two aspects here, the whole difference comes in terms of one being driven

by the hardware where you are relying on the hardware, the purpose-built hardware to be made

ready from the equipments and that is where a major lag in the telecom cycle comes from. While

if you look at the service providers, it is all software where you will develop the new software,

deploy it on the traditional server machines and run them out.

And this is where the exploitation of an idea and bringing it to the market is feasible. So, if you

rethink of this, now, the telecommunication operators also started to see why not have a similar



cycle for the telecommunication operator equipments. And what that meant is to get rid of this

equipment that were purpose built hardware and move them to the software. And that is what we

saw the NFV is all about. And these pin points actually propelled for having NFV the way what

we see today.
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In this, if we look at a brief history of how this NFV evolved and all that happened, it was just

about a decade ago, in early April 2012, in an open networking summit in San Francisco, the

discussions started about how the network operators can leverage what we saw on the IT side as

clouds, which were all virtualized infrastructures that were built to bring in the same aspects on

to the telecommunication operator’s framework.

Although it all started as a means for telecommunication operator’s to get their operations done

in a quicker time and make them manage their resources quite handily, but it also is applicable

nonetheless to the cloud, to the data centers, to the internet service providers, to the campus

networks, enterprise networks and all.

So, the first time this network function virtualization term got coined in the operator’s meeting at

Paris in around June 2012. And that led to what we now refer to as NFV in common. And then

after this, continuous discussions amongst the different network operators from different

countries, and telecommunication operators from across continent, continued to keep the



momentum going and led to initiation that was basically put under the European

Telecommunications Facilitate what we now see as a steering, as an organization to bring

together what needs to be done to actually get solve these pressing knee problems for the

telecommunication industry.

And these continued interactions under the umbrella of ETSI led to what we call as the first NFV

white paper. And this was exactly the call to action in terms of what needs to be done or what

were the aspects that we could look forward to basically deossify the telecommunication

infrastructures and ensure that the innovations can be done very readily. And in many ways, this

NFV white paper that is a call-to-action, published in October 2012, is seen as a very seminal

paper that heralded the new approaches that we look forward to have in the networks.

And subsequently, the discussions continued and the NFV ISG sessions were set up and held in

around January 2013, the first of the plenary sessions, where more than 150 participants

participated, including many of the telecommunication and IT network operators, providing

more than around 100 attendees with more than 50 firms. And this culminated into what we

started to see as the specifications for how to realize such NFV infrastructure or NFV

framework. All of this started to take shape.

And there on, we had a series of publications that started to come, a series of actions that led to

the realization of the NFV, and the journey has continued so far and has been radical in defining

what we see as what should be the scope for 5G, 6G networks going forward and what kind of

network virtualizations can be applied there off for the edge infrastructures, all of these are

taking shape as we speak today.
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So if we think about this NFV industry specifications group, it was headed under ETSI, but it

was open to any of the non-members to sign and participate for developing or coming up with

the specifications, and the key deliverables that were considered were to come up with the core

requirements and specifications of how to realize an NFV. And this collaborative portal of ETSI

hosts all the publications so far, starting from early 2012 all the way up today, in terms of what

specifications would shape the future of the networks.

And this network operator driven ISG or the industry specification group, initially, it was

founded by just 7 of the telecommunication operators wherein 13 of the operators initiated the

cause, the ones that are listed here, that is basically AT&T, Telefonica, British Telecom, China

Mobile, KDDI, NTT and so on. So, they were the primary players, but then this group has grown

leaps and bounds now with around 74 members across the continent and around 55 participants,

who are also there from India; what we see is only Tata Elxsi being one of the participants. And

none of the telecom operators so far seem to be part of this, but they are all trying to follow the

frameworks and specifications that have been set up by this group.
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So let us try to understand what this really meant in a nutshell, is that the telecommunication

operators had to invariably deal with lots of these classical network appliances. And what this

classic network appliance approach meant, is the use of proprietary chassis, that is, the hardware

that are woven and provided for the telecommunication operators to manage, all of these may be

using similar or dissimilar chips, that is, the compute ASICs that they would run on. But they

would be in terms of operation and management, they would be completely different.

So the skills that you would need to manage a message router would be completely different than

what you would need to manage a CDN or a SBC and likewise. And this created a lot of

complexity through the entire lifecycle of managing these devices also the message router, you

purchase it today, and then there is a newer one, there were no standards to say that it would be

the same and it would depend even on the equipment manufacturer or the OEM vendor who

would give.

So the infrastructure on the management aspects when we take device from Cisco would be

completely different from what you would take from some other manufacturer, Broadcom or

Arista or someone. So, all of these complexities in terms of how they would be designed, the

procurement, the testing that you would need to do, the deployment, the configurations that you

have to do post the deployments, or even if the devices go down, the means to repair, maintain,

or replace these devices, all called for specialized expertise and high reliance on the equipment



manufacturers’ expertise. And this made it infeasible in terms of economies of scale for many of

the telecommunication operators to manage and build these devices.

And hence, there was a need for a new mode of developing where we could get rid of these

operator equipment devices and have a common mechanism where all of these could be

virtualized and run on top of the generic compute storage and network devices, that is the x86

servers with generic storage and Ethernet switches, and then enable these instances of these

classical network appliances to be run on top of these generic hardware’s through the use of

virtualization.

And once we have this kind of virtualization approach, we could then deploy all of these as the

virtualized network functions. And now, once we have these virtualized network functions, these

network functions could be developed and be brought to life by any of the software vendors. And

that meant any of the independent software vendors, or ISPs could create and build the message

router, the DPIs, and the firewalls, and it suddenly opens up the market for a lot more people to

bring in and also for innovation in terms of researchers to try their own instances.

And this, once we build this kind of a framework, we would need to then further see how can

this be rationalized because it is all good to create and enable people to try out but when we have

multiple people trying out, should there be specific standards? Should there be specific needs or

abstractions that we spoke about that can help build in a common, generalized way?

And that was the whole thought of this ETSI framework to come up, to facilitate this virtualized

network function environment to create such a ecosystem in open and standardized, and to do

this, what we started to see is how this NFV, if we have to build this, what are the key

requirements that we need to come up with? How could we facilitate such an open environment?

Those were the thoughts that were evolving.
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And as a continued discussion on this, they came up with 12 key NFV framework requirements.

One being, that it has to be general, in the sense that having a generic infrastructure that is not

coupled with the design of any of the network appliances, we do not want to stick to designing

the APIs or abstractions based on a subset of the network appliances. It could be a security

appliance, it could be an in-network, custom network appliance. We want to ensure that whatever

the abstractions that we want to build, whatever the interfaces that we want to build are generic

enough to accommodate all kinds of network appliances that we saw earlier. And it could also

employ different kinds of virtualization like we have seen in virtual machines. When we deploy,

there is paravirtualization, there is full virtualization and host-based virtualization. So, we should

be able to facilitate and support all of those modes of virtualization. And based on the kinds of

equipment or appliances that you want to build, they may suit to choose either of these

virtualization models. But with a caution that whenever we choose any of these virtualization

models or build the virtual appliances, we need to also guarantee predictable performance in

terms of what kinds of throughput, what kinds of latency guarantees, or service level agreements

these NF instances need to support, need to be still provided.

Second, is about portability. That is, if we have the infrastructure and want to build these

network appliances, these network appliances that we want to build should be decoupled from

the underlying infrastructure. That means we read the abstraction or APIs at the virtualization

layer to say how the NF instances can be used to build these portable instances that can be run on

any of the infrastructures. So, we should not be tied to just one kind of compute or one kind of a



storage we should be able to leverage any kind of compute, storage and network elements and

build our NFV instances.

Third, is the performance like when we want to build these custom middleboxes, or custom

network functions, these functions have to meet the requirements of whatever the performance or

SLA guarantees that they need to do and facilitate the means to monitor their service aspects in

terms of what is the packet loss rate that they are having. Like, when we are talking about

telecommunications, what is the call drop rate that they are having, or if it fails, what is the time

to recover? All of these aspects with respect to the performance of NFV instances need to be

supported.

Next is elasticity. That is, we know that in the real world, these telecommunications

infrastructures have to cater to varying demands in terms of the traffic load. So, if we see that

there is a variation in the traffic load, we would want to scale and adapt to the current traffic

load. And that means they have to be scalable. And if they are virtualized, we will also want

them to be movable from one server to the other because one of the physical servers at a time

may be overloaded, and other under provision, we may want to move dynamically these services.

In a way, we want to facilitate elastic services for the deployment of the network functions.

Next and fundamentally more important is also the security where any access to these network

functions or any access to critical data be safeguarded. That means you would want to facilitate

role-based authorization and authentication and also enable access control to specific data that

you would want to enable, to this data or functions that would run on behalf of users. Think of a

billing or a charging system that is running in telecommunication operators that needs to ensure

that it is updated only by those who are authorized to make the changes and runs properly.

And next up is once we have the devices, especially the virtual machines, they are prone to

failures. So, failure is a common scenario. But failure of an instance, or failure of a device does

not have to translate to the failure of a service itself. So, we want to build a resiliency framework

where if things fail, the services can be resilient to the failures of the virtual or the physical

infrastructure in a way that we should not be able to recreate upon failures and run the services

seamlessly so that we ensure the service continuity even in the events of failures. In a way, like

when you think of VMs, we can migrate a VM from one machine to the other; when we know



that we want to have a downtime because of some hardware updates or patches, we could still

run the service on some other device for a time. So, likewise, if there is a failure, we would want

to ensure that the services can still continue to operate through the means of running these virtual

instances on any of the active devices.

And doing so should also be effective in the sense that the assurance criteria in terms of when the

services we want to migrate, you should not be that okay, it is down tonight, and we will bring it

up only after 24 hours; we should have control over what kind of assurances we give in terms of

when we have recovery. And for that, localized fault detection, quick fault detection of any of the

components in the NFV framework should be facilitated.

And once we detect such faults, the recovery needs to be time-bound, in the sense that we can

have the infrastructure to be able to recuperate and ensure that the services can be run on top in a

seamless fashion.

Also, when we think of these NFV infrastructures that we want to deploy, and it is also

imperative that we need to honor to the energy requirements. And we know that these traffic

loads, the demands keep on varying, so if we have brought up certain network functions, and

they are doing nothing, we should be able to save power by ensuring that some of these network

functions can go to sleep state, or they can be hibernated. And these means to ensure that we can

harvest on energy would also be important.

Next, when we have these kinds of networks functions that are virtualized functions that we want

to deploy, and potentially on a large scale over an infrastructure, we would want to have rich

control over how to operate, bring those into operation, manage their lifecycle of bringing up

taking services down and also have the means to automate all of these activities. Thinking of

doing this manually would be almost infeasible when we think of 1000s of machines that we

want to run on a switch.

And then this is where automation becomes an important aspect for managing these virtual

network functions. And thus, the framework should facilitate for such automation requirements.

Also, these frameworks, when we develop the deployments, could be done by different many

different telecommunication operators. But it does not confine that an NFV solution would run



only on one kind of infrastructure while not on the other. So, that means we need to have the

coexistence of the telecommunication infrastructures for these NFV.

And also, whatever the existing hardware infrastructure they had, it has to coexist with the

existing infrastructure. It is not that it is either the hardware infrastructure that you have versus

the NFV. And what, in essence, it means is that we want this NFV framework to be

incrementally deployable over the existing infrastructure and also facilitate for having the

solutions that are going to operate from multiple vendors on the same infrastructure.

Thus these 12 key NFV framework requirements were charted out lower a series of discussions

starting in early 2012, which led to a series of specifications that eventually were pulled out from

the ETSI, NFV, ISG.

(Refer Slide Time: 24:20)

And the core six early NFV specifications that came out, were, one, in terms of what are the key

use cases that we are trying to think of? And the use cases, not just confined to the

telecommunication operator world, but also those were applicable for the IT and Cloud

infrastructures, the enterprise networks, campus networks, and even the internet service provider

networks or home networks where ISPs could deploy the gateways.

So, most of the use cases were charted out so that it became an incentive for many people to start

thinking about NFV, bring in new dimensions, and also innovate in each of these areas. Second,



when we want to construct such a framework, we need proper architectural hindsight, and to do

that, the NFV group also came up with the NFV architectural framework that we will discuss in a

bit. And then once we have to come up with the architecture and make things evolve, there is a

lot of jargon, and especially when we think of networks, it is full of jargon, and

telecommunications is even more. And we are now trying to bring in the NFV, there were a lot

more newer terminologies. But the sense of having the same meaning for a term was much more

important, and that is where this terminology for main concepts in the NFV was also charted out

so that everyone is on the same page, and thinking of the same terms, and speaking the same

language. And then the main core aspect of virtualization, what were the key requirements like

the ones that we just discussed, were all charted out in terms of in a much broader sense, in a

much more depth manner to say what exactly each of these aspects need to look and how these

need to be realized.

And those became one of the other specifications. And then the proof of concept because having

everything on terms or on words is of no good until we have a proof of concept framework that

can be developed and showcased. And this led to the NFV proof of concept frameworks that

were being done and revised over time to see how things can be demonstrated; not necessarily

that we have to build the entire framework bottom up, but key pieces that we can bring one at a

time, one piece at a time and showcase the benefits that they bring along was the path that was

chosen, and these frameworks have evolved thereof.

And overall, like when we think of this NFV infrastructure, where we will have a lot of

independent software vendors who are running their virtual appliances, we need a framework to

manage and orchestrate these functions, a common framework, which we call NFV MANO or

management and network orchestration part were also the specifications of how to do , what are

the aspects to do, were also charted out in this early of the 6 NFV specifications.

And ever since the documentation, the outcomes have been tremendous, and there have been a

lot more in terms of what should be the performance criteria, what should be the resilience

criteria, security criteria, all of these specifications were charted out for different aspects.
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And through this, let us now look into the NFV framework, try to understand what it really

means, and then look at how this architecture is eventually realized. So, this NFV infrastructure

envisages the implementation of the network functions that are software-only entities, which

would be run on a common infrastructure. And when we think of this commodity infrastructure,

it includes compute, storage, and network elements, which are the commercial off-the-shelf

available hardware.

And on top of this hardware, we would want to bring in the virtualization layer, also known as

the hypervisor, which basically abstracts the underlying hardware resources, and decouples the

VNFs that we want to build from these hardware resources themselves. And what that means is

this virtualization layer is then responsible to provide and present the virtualized compute,

storage, and network elements in a way that we have logically partitioned the physical resources

and abstracted them out and presented the virtual compute, storage and network elements, just as

we see with the virtual machines that we work on.

Second, this also has to enable the software implementation of the VNFs to use this underlying

virtual infrastructure. That means, if I have to develop a network function, it would use the

constructs of the virtualization layer to access the virtual compute, virtual storage and virtual

network elements. And this infrastructure is what we call as the NFV infrastructure which

encompasses both, the virtual compute storage and network elements built on top of the



hardware. And on top of this infrastructure is where any of the virtualized network functions or

VNFs can be realized.

And these virtual network functions are, in essence, the software implementation of a network

function that is going to be run on top of this NFVI. And now, you can think of multiple vendors

trying to come up with different network functions, and each is going to use the common

abstractions of the virtualization layer presented through the NFVI to build these virtualized

network functions. Now, this part allows us to bring in innovation and deploy new network

functions.

But thinking from a telecommunication operator's perspective, if I have an infrastructure where I

have to deploy this, I need to manage all of these virtualized network functions, I need to manage

my hardware resources, I need to manage my virtualized network infrastructure, all of it. So, the

other important piece that we would now need is this management and orchestration framework.

And what this management and orchestration framework is supposed to do is ensure that you are

able to have control of how to manage your NFV infrastructure, and how to manage the lifecycle

of these virtualized network functions, and ensure that things can be run seamlessly and

smoothly and be operated in an automated fashion for running all of these VNFs.
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And this framework, now, if we rethink of how it has been layered, at the bottom, we have the

hardware resources, and on top of this, we have built the virtualization layer. So, it is a

virtualization software that virtualizes all of these hardware resources and presents what we can

see as virtual resources. And that encompasses the underlying NFV infrastructure with these

three layers. And on top of this, we are building these software instances of the virtualized

network functions.

So these virtualized network functions could be developed by any of the vendors, any third party

can create and deploy the software instances. Now, we can see that the development of VNFs

resembles what we saw earlier about how the service providers would develop and deploy the

functionalities locally. So, this would give the same freedom now for any telecommunication

operators to develop and deploy any of the services that they want to try out and experiment out

in a very small fashion and bring it to the market in a much more faster way.

And that is where NFV is thought as an accelerator, and innovator, in bringing things to the

world. And the other aspect that we have to see once we have built these software instances,

what we really need is to provide the network services, and the network services need not

necessarily be just one VNF at a time and like we saw earlier when we think of enterprise

networks, data center networks, there would be a lot of network service functions that could be

put together or stitched together to provide a common service. For ensuring the network-wide

policies that we want to honor in a campus or an enterprise network, we have to stitch together

multiple of these VNFs to communicate.

So, see, observe now that these VNFs are running on top of the NFV infrastructure, and now we

have to create the logical links to ensure that these VNFs can interact and communicate amongst

themselves and provide the notion of the network service that we want to provide.

So, this means that there is a need to provide these logical abstractions of how to stitch these

network functions and how to facilitate a chain of services to provide an aspect of what we want

to present as a network policy or realize as a network policy or present different services to the

end users.

And this is what we call as the virtual network function forwarding graph. That means another

implicit requirement would be that the NFV framework should facilitate to have or realize any of



the forwarding graphs or a service chain for connecting or interconnecting these virtualized

network functions. For example, VNF 1 could be a firewall and VNF 2 could be a NAT or a load

balancer, and so on. So, we should be able to facilitate connecting these and route or steer the

traffic amongst these network functions.

Also, when we speak of these virtualized network functions, these network functions may span a

single instance that would run and could be run on replicated at different locations. So, there is

also a location or Point of Presence where these would work and operate when we want to build

primary and secondary instances that would want to communicate and then build failure-resilient

infrastructure for ensuring that you have fault tolerance in the system; then we can think of many

of these VNFs that are also going to talk to the peers, either in active-active mode or

active-standby mode to ensure that the services can exchange information amongst themselves

and keep the states up to date.

Thus, this NFV as a framework and as a layer can be realized to provide lots of logical

abstractions to build the network services. But now we need to understand and look into more

detail of what are all the abstraction points or what are the interfaces that we need to build for

these cases.


