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Clara Federated Learning. So now, that was NVFlare right. Now, this we are talking of 

something which is called as NVIDIA Clara. Now, this is a healthcare application 

framework which basically is related to any applications which are in the domain of 

imaging, genomics and which involves smart sensors right. So, in context to the 

federated learning thing which we are doing, there is the latest release of Clara Train 

SDK, which basically features federated learning and which helps us to basically run that 

on the edge AI platform ok. 

So, NVIDIA edge GX or edge AI computing ok. Now, this again uses the same server 

client approach and then there is something which is called as MMAR which is Medical 

Model Archive which basically is used by this Clara Train SDK wherein you can fetch in 

your own model to perform federated learning right. So, this is basically a something 

which basically is the extension of to some extent NVIDIA FLARE which is actually a 

bigger SDK now which in which will help you to do imaging, genomics, and integrate 

various sensors also right. 

(Refer Slide Time: 02:10) 

 

So, if you see this NVIDIA Clara from the aspect of healthcare and specifically imaging 

right, you can actually divide the whole thing for training or development, for 

deployment and embedded deployment as well ok. So, deployment embedded 

deployment and training. So, if you see this, you have got various models available with 
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you, since you are talking of imaging you have got models for spleen, liver, brain, chest 

and lungs and then you have AI assisted annotation here. 

So, you can do federated learning, but we are talking of AI assisted annotation which we 

would be showing you in this part of the demo because we already told you of federated 

learning ok, as a example in NVIDIA FLARE. So, we will be showing you this AI 

assisted annotation which will have segmentation, which will have a polygon detection 

and then you have done actually link it with the inferencing Triton server and so on and 

so forth. 

Then from the deployment aspect you have this orchestration monitoring dashboarding 

so on and so forth and you have got pipelines for X-Ray, CT, MRI then you have multi 

AI, multi organ segmentation, multi tasking imaging, genomics, video so on and so forth. 

You have a manager which helps you to do deployment queuing scheduling and so on 

and then you have this Clara AGX which runs on Linux for Tegra jet pack which deep 

stream which we showed you AI endo, AI US, supra and all of these are various imaging 

modalities and packages which you have right. 

(Refer Slide Time: 04:20) 

 

So, if you see the Clara application framework, you have got let us say Clara training, 

Clara deployment and then Clara AGX. So, let us try to understand what happens in 

training ok, this Clara training SDK is going to actually help you ok to do something 

called as AI assisted annotation. So, you have this unlabeled data, you have this 
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annotated data with you and then you have this training done ok and then using this 

collaborative learning approach you will develop a automated ok AI assisted annotation. 

So, that basically means you have trained a network which can help you to do some 

annotation right. 

So, that is how this particular training SDK is going to work, the topic of deployment 

once you develop your application you can develop application and what to say and put 

it on to a server and then you can get the scans from the scanner, then you basically can 

get it from anywhere ok and then you can annotate it and your radiologist can actually 

see this ok. So, that is how it can be deployed. 

And when you talk of embedded applications, you can put it on to smart devices and then 

you will get real time video processing capabilities, you can link with various sensors 

and then you can work in the device mode. So, that is how it is going to be useful the 

whole framework. 

(Refer Slide Time: 06:20) 

 

So, why use Clara? The so, what is going to basically help you in right. So, here 

NVIDIA will take care of let us say NVIDIA engineers or people who are setting up 

Clara for you are going to actually set up training across your multiple sites, you have 

got this certification SSL certification, you can do deadlock resolution and all so on and 

so forth, you can concentrate on medical problem not specifically coding ok. 
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And then you have aggregation, you have got privacy logic, you can basically 

concentrate more on architecture ok and various other tuning parameter so on and so 

forth. And then you basically can avoid data leakage through model parameters so on 

and so forth.  

So, these are some advantages since this is open source everything is available, but when 

you talk and try to do it in the production environment right, you basically have to go to 

the NGC cloud and then there is something called as service provisions ok for this Clara 

then you will get lot of help as well. 

(Refer Slide Time: 07:50) 

 

So, let us try to understand that client server architecture, ok then peer to peer 

architecture, and hybrid architecture I am not going into the details of any of these, but 

the basic idea is you have got a lot of notes with you right. You have got medical 

databases then you have got distribution pathways, then you need a aggregator or 

aggregation needs to happen, then you have locally trained models ok at all these places, 

then you should basically be working with the secure compute nodes because we assume 

that all of these nodes are supposed to be secure. 

And then you basically can do model forwarding in a sense that the models can be 

forwarded as well as the weights or the parameters or anything can be shared among 

various nodes right. That is how it is going to improve upon your model accuracy as well 

as so many things, then you have got this type of a cyclic learning wherein you can 
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basically try to basically cycle your parameters, values or results ok. So, that know 

everybody uses that for improving their own model so on and so forth. 

So, we have about three type’s client server, peer to peer, and hybrid. This is in a brief 

thing of what are the various communication architectures available. 

(Refer Slide Time: 09:23) 

 

So, this is this client server mechanism, this is a very very easy thing which we know ok. 

So, I am not going into the details. So, any of these TCPIP communication models; 

obviously, we will follow the same thing. So, we are not going into the details. 
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But there here we are using something which is called as open source gPRC ok. So, if 

you go to the gPRC website it is a open source high performance remote procedure call 

framework which basically uses secure connections via access tokens right. 

So, the messaging as well as the services something of that sort, you are talking of 

Protobuf based responses. 

(Refer Slide Time: 10:13) 

 

(Refer Slide Time: 10:23) 

 

So, this is how the server client communication protocol is there and this I suppose is the 

server side communication workflow not going into the details, but yeah this is how it is. 
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Then client side workflow for communications: again as I told you we will have to 

initialize and do some user configurations, then generating and accessing the tokens 

authentication, then how do you fit it remote model what are the stopping conditions, 

multi GPU thing all of this ok yeah. 

(Refer Slide Time: 10:47) 

 

So, homomorphic encryption you talk about. So, this gives you homomorphic encryption 

during federated learning ok. So, basically homomorphic encryption means that you can 

compute the data while the data is still encrypted right. So, basically it is something like 

doing computations on encrypted data or using encrypted data right, and how do you 

aggregate the data for your own use right and then all of these encryption and decryption 

other methods which you conventionally would be using would also be being used. 
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So, this is the server configuration file which basically is a json file which we are not 

going into the details. So, this is basically a server which basically gives the prostate 

segmentation something of that sort. So, what is the grpc maximums message length and 

receiving message length. So, what is the SSL private key certificate so on and so forth. 
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So, let us try to show some demo on that. So, before that let me just show you two or 

three things which we will be using there is something which is called as Triton 

inference server. So, this basically is a inference server which streamlines the AI 

inferencing right. 

1500



 

 

(Refer Slide Time: 12:30) 

 

(Refer Slide Time: 12:38) 

 

So, this is basically return inference server then you have something which I told you 

which is medical open network for artificial intelligence or MONAI right. So, it is a open 

source project. So, it is built on top of PyTorch and basically it is a very very good 

framework right. 
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So, then there is something which is called as deep grow which we will be using. So, I 

will show you that as well when we are using MONAI for labeling right. So, annotation. 

So, all of this is used. So, it uses a unit architecture for segmentation and this is one thing 

which I thought we will show you before we start. So, yes. So, these are three things 

MONAI, then Triton, and then deep grow ok. 
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And then there is something which is called a spleen segmentation which will show you. 

So, this is spleen segmentation with MONAI. So, this is setting up the environment and 

so on and so forth. So, we will try to show you on our local machine ok instead of just 

trying to run it on this thing ok. So, Google Colab or something, but yeah. 
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So, this is how we are going to show you our local this thing. So, let me just show you 

that. So, we will again be using dockers. So, we will zoom in a bit yeah. 
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So, we are using this Clara train SDK version full dot one. So, we will start this docker. 

So, the docker has started, yes password yes, yeah. So, many of them, but we will try to 

show you some examples which are there in the Clara train folder yeah. So, we will go to 

the PyTorch thing a lot of notebooks available. So, we will go them, yes. 
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So, we will go to this AIAA which is AI Assisted Annotation, see there is there are so 

many of these things ok. So, we have got deepgrow 2D, deepgrow 3D ok and since we 

are trying to use the docker from NGC we will try to use NGC a lot yeah. 
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So, we have now opened Jupyter notebook, I will change the alphabets yes. So, if you 

see you got all the examples which I showed you. We will try to use AI assisted 

annotation yeah. So, 1 minute I will enlarge this a bit ok, I suppose this is visible to 

everyone a bit of it, people can scroll and see yeah I suppose its visible. So, one of the 

ideas of trying to come up with this AI assistant annotation is manual annotation is very 

very slow right everybody knows and it is a costly affair. 

And then when you want to label 3D volumes right, it is still very costly here and very 

very domain specific right annotate yeah. So, when you are talking of 3D volumes, I will 

just increase the size again let me see yes. So, when you are talking of 3D volumes right 

that again is basically a very very difficult scenario right because it has to be very very 

domain specific and doing that annotation is a very very tedious job right. 

So, if you can get some trained model right which will help you to do annotation, which 

will assist at least to do annotation a bit and then it speeds up your annotation thing also 

right. So, yeah. 
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So, if you see this as I told you that this AIAA is basically a client server model. So, it 

has got a workbench, you have a 3D slicer, you have a 3D slicer and then you have this 

fovia client, OHIF client. 

(Refer Slide Time: 18:42) 

 

So, I am not going into the details of each and everything, but at least you will at least 

understand right, that you can basically be using this 3D slicer and this MITK workbench 

to some extent to do some annotation ok. 
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So, these are all clients and. So, basically you start your AIAA server. Now, you can start 

the server, put it on a local disk or you can directly connect it to the NVIDIA NGC cloud 

ok. So, we are trying to show you with our own local AIAA server, then you load a deep 

grow model, annotate using deep grow and then we can load our own model and use it 

for annotations as well and then we can stop the AIAA server right. So, this is helping 

you to actually do some automatic annotation right rather than doing anything else. So, 

yeah. 

So, let us try to do things with the condition of course, the prerequisite is that NVIDIA 

GPU with 8 GB of memory is required. So, that is fine. So, yeah. 

(Refer Slide Time: 19:47) 

 

So, this is how we are going to do. So, we are going to start the server right and we are 

then going to load all the models which are there or whichever model we want, we load 

that model actually. We can load it from NGC as I told you or we can load it from a local 

server in both the cases. 
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So, let us try to understand this program and run it ok ah. So, this is your NVIDIA SMI 

which tells us that we are using NVIDIA GPU geforce and then this basically helps us 

start the AIAA server, we are trying to work with the server which is placed in our own 

workspace. So, we are starting that server, then this basically is trying to understand the 

inferencing server which is there in the back end. So, we will try to start that triton server 

as well. So, once it started. 
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So, we are using MONAI labeling there internally and then we got this right MONAI 

labeling, this is app service, this is for inferencing, this is for training right. 
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So, MONAI is integrated to Clara ok and then this basically has got a lot of things which 

you can do ok, yeah. So, you have got the data store, you can use it, you can do so many 

things right. So, yeah you have got sessions, you have got Clara AIAA sessions which 

are going which will be going on and which are present. So, all of this information is 

available in this local host right. So, many APIS which you can use and we are using 

yeah. So, yeah. So, you have admin thing also here right. 
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So, many schemas are available which you can use and yeah. So, many APIS which you 

can use. So, all of this thing is available that information. 
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So, let me just show you that screen now, yes you can use the CLI. So, we have started 

and we have not loaded any models, that struck I suppose again. Struck, struck, struck it 

is getting disconnected I do not know why, but yeah. So, yes. 
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So, now we can use our own browser to see. So, load the models in AIAA server now. 

So, we will show you all that once it is loaded, we are trying to load it from the NGC 

directly; we are not connecting it to the NGC server which is available for Clara. We are 

directly putting that model downloading from the NGC cloud and putting it onto our 

local server and then showing you this. 
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There are so many of things right, you have got segmentation, then Clara, spleen then 

pancreas and tumor city segmentation, all this annotation segmentation, annotation then 
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classification all of these are available actually. So, these models are available and then 

know we can filter the required model ok and then yeah. So, we have got these deep 

grown models deep grow models. 
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So, will be using. So, will be using spleen CT yeah then, what are we trying to do? We 

are trying to actually download the deep grow model from the NGC and load it into our 

AIAA annotation server right. So, we are loading this model, now it basically loads yeah. 
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So, we will show you that the slicer. So, there is a 3D slicer which you would be using to 

see light know all of this. So, you have got this viewer which is a 3D slicer viewer which 

you would be using ok.  

(Refer Slide Time: 26:01) 

 

And then there are so many extensions which are available in this 3D slicer actually. So, 

you are trying to work with volumetric analysis. So, you basically would be requiring a 

3D slicer. 
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And there are so many plugins which you can use right. So, you have DICOM plugin 

here. Similarly, you have this NVIDIA AI assisted annotation segmentation plug in right. 

So, we will have to actually install this also yeah. 
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So, if you see this these are built in models which you are having right MR head, CT 

chest, CT cardio this that everything and then these are your various views right in the 

3D slicer. 
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So, yeah. So, you have the segment editor which you can use to segment manually yeah. 
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So, we will show you that as well and here you have got a lot of things, you have got 

mass, volume, you have got NVIDIA AIAA effect right see here; struck again sorry we 

have to, we have to pull in the model, got struck again, 1 minute. It got stuck again I 

suppose. 
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There is an option of selecting the server, we have to select this. I do not know what, 

yeah 1 minute AIAA server not getting selected with this remote, yeah. 
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So, you can use some model and do segmentation, then you can generate some segments, 

I will try to show you that, yes. 
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So, it will I will first do auto segmentation using that server point and then we can do 

that annotation. All things which are available you have to auto select things yeah. So, 

you have to click some three boundary points here then, you can do the auto 

segmentation. So, we are uploading that volume to the server. 
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So, these are the areas which are detected with tumor can be selected right. So, this is 

how basically whatever you are trying to do is trying to basically be used for auto 

segmentation and automatic boundary point based segmentation and something and so 
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forth right. We just wanted to give a fair idea of how this type of a software could be 

used right this is just to show you that there are a lot of things available which you can 

use it for your research and projects yeah. 

So, just the facility right, how accurate and how this thing is there we just wanted to 

show you in brief about all of this right. So, yeah. So, many facilities are available that is 

what we thought we will show it to you right. We are not going into each and every step 

very very accurately and correctly so that you come up with full automated automation 

or something like that, but we just wanted to tell you all of these facilities are available 

right. So, I suppose I am done. 
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