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Good evening everyone. So, let us start today’s session which is the penultimate session 

second last session rather of Applied AI Healthcare related case study right. So, let me 

just start with the context of what we did in the previous session we actually gave the 

case study of something which was called as video analytics and that video analytics 

basically talked about how we could use it in a smart city type of a scenario. 

Now, in this particular session and the next we are trying to concentrate on something 

which is related to health care. So, we are trying to talk of how AI can be applied to 

healthcare and more specifically to something like federated learning and AI assisted 

annotation right. So, this is the overall session thing right for the next for this session as 

well as the next session right. 

(Refer Slide Time: 01:33) 

 

So, let us start today’s session which basically would be concentrating on this, this would 

be today’s agenda. So, we would first discuss as to what federated learning is. So, we 
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and what is the difference between distributed learning and federated learning. We will 

see how it works, we will then try to tell you in brief about something which is called as 

tensorflow federated may be, we will we will also tell you about something which is 

called as NVDIA FLARE which also has got the concept of controllers right. 

And today we will do hands on tensorflow federated which basically is in Google colab 

which we will be sharing it with you. So, you can actually do hands on that. So, today we 

will concentrate on that, tomorrow we will concentrate on NVDIA FLARE in detail as to 

how it can be implemented ok. So, that will cover the total applied AI for healthcare case 

studies. 

(Refer Slide Time: 02:34) 

 

So, to start with let us understand what federated learning is right. So, federated learning 

is something like a decentralized type of a learning technically and it is basically a way 

to develop and validate more accurate and generalizable AI models from diverse data 

sources right. So, what does it mean? We will discuss in some of the other slides as to 

what do we mean by this when we say diverse data sources right. 

So, you can have data sources from various modalities or from various geographical 

regions or from various hospitals ok or various types of datas ok. So, various types right 

and that basically is a input to a different type of a model which is not totally centralized. 

It is a decentralized type of a learning model right; so, distributed type of a learning 

model.  
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So, we will be discussing that and when we implement this federated learning right what 

is the requirement of doing such type of a decentralized concept of trying to make the 

models learn in such a manner. One of the things is by mitigating the risk of 

compromising data security or privacy right. So, this is now a very very important thing 

in healthcare domain as to hospitals are actually not supposed to be sharing in the 

patients data confidentiality clause so on and so forth and obviously, when you are trying 

to do research as well you do not want to share your whole data with other people ok. 

So, the basic idea is that you do not want your data to be given to other people, but you 

are ok with that data being used ok for training some model and this model can be used 

by each and every one of the person who actually contributes to training that model right. 

So, in a sense you are not sharing the data, but you are trying to train that model with 

your data. So, that other people can use that particular model for their own prediction or 

for their own use right. 

So, there is a way by which you can actually try to secure your data ok. So, this is what a 

federated learning actually means again and this is going to enable AI data models or AI 

models to be built with a consortium of data providers without the data ever leaving the 

individual site. So, this is what I was meaning when I told about data security or privacy 

in context of the model being used by the concerned people, but data is not being shared 

right. So, that is how the context is for federated learning ok. 

(Refer Slide Time: 05:59) 
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So, now there is a bit of a distinction between distributed learning or distributed deep 

learning and federated learning ok. So, when you say distributed deep learning the idea is 

to parallelize and use the compute power right. So, you are trying to parallelize your 

algorithm in such a way that your compute power is totally used ok by distributing your 

workload ok. So, then you have various type of parallelism that is a different issue I am 

not going into the details you have model parallelism you have data parallelism so on 

and so forth. 

So, the basic idea is that there you are using parallel algorithms for distributing your 

work and that is basically for training purposes. So, that is why we call it as distributed 

deep learning. We talk of federated learning the idea is to train on heterogeneous data 

sets. So, the idea of heterogeneous data sets basically means they can be geographically 

dispersed data or they can be data from different people or they can be data from 

different institutions ok and you will use those data ok for training the model. 

And when you talk of distributed deep learning you are training single model on multiple 

servers, that basically means here the concept is you have a model and you are 

distributing either that model or the data which you are using to train that model is 

distributed on various servers or various compute elements anything is possible right. So, 

you call it as distributed deep learning. In case of federated learning there is no such 

hypothesis or there is no such concept. 

The basic idea is that you are going to train a model on data set which basically is not 

shared with other people, but the training results ok or the values obtained after training 

the model could be shared with others right. So, this is the basic idea sorry. So, the 

assumption when you are trying to work with a distributed type of a learning 

environment is that the local data sets are independent and identically distributed and 

roughly have the same size. 

So, this basically means that your data set is independent and ideally distributed right. 

They are identical and they are distributed and they are of same size. In case of federated 

learning ok since we are talking of heterogeneous data sets you can get data sets which 

are of different sizes right. In a sense it will not be uniform ok that is what it means and 

when you talk of distributed data distributed deep learning you talk of nodes right nodes 

or the compute elements or computers or whatever you talk about right. 
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Whereas federated learning you are shifting towards something like less powerful medias 

right like Wi-Fi you want to use battery power systems, you will be using smart phones 

you will be using IoT devices on the edge ok, the something of that sort. So, you are 

moving from actually a data centric approach ok to something which is a inferencing 

type of a approach, but the essence is when you are trying to use this type of a learning 

you will ensure that data is not shared ok that is what is the interest ok. 

(Refer Slide Time: 09:58) 

 

So, let us try to understand this. Federated learning or as I told you decentralized learning 

it aims at training a machine learning algorithm on multiple local data sets contained in a 

local nodes without explicitly exchanging data samples ok. So, this means that you are 

going to train a machine learning model and that machine learning model would be used 

for local data sets on certain local nodes without exchanging any data samples ok and 

federated learning train central models on decentralized data. 

So, that is what it means. You are actually using a single central model it is not 

distributed across various nodes ok. It is a single centralized model which you are 

training, but you are training it under the conditions that your data is decentralized. Now 

why was this of importance right? This was important because you are talking of a 

convergence right of on device AI block chain edge computing or IoT ok. 

So, you are talking of applications which are at the convergence of ok on device, AI 

block chain and edge computing. So, this is how the federated learning concepts started 
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and you are talking of decentralization of the data ok. Now let us try to understand this 

example. So, here if you see we are trying to actually understand that this basically is a 

let us say a robot right it needs to be trained. So, we are talking of collaborative robotics 

we are talking of cooperative driving there are so many examples, but this was just a 

example which will make the things easier. So, I chose this example. 

So, the effective idea is that these robots right or these autonomous vehicles or whatever 

you talk about ok or agents or anything you talk about, these can be trained using their 

own right local data sets. So, this means this is being trained this also is being trained this 

also is being trained this also is being trained with the local data.  

Now what effectively happens is all of these are trained using their local data and there 

will be a situation where in the information or the knowledge which this particular robot 

gets will be shared ok with their neighboring robots or will be shared with other what to 

say other users of people right. 

So, you can this is what actually I was talking about that you have got this local data 

right, with this local data you are training your model or you are trying to train your 

robot or whatever with these local data ok and then all of these will share it among 

themselves right and then you will come up with a model which is trained because of the 

information from this particular model this particular model and since this also has 

shared some data with this. 

So, this ultimately is trained and that information is already available in this model. So, 

this again is shared with this. So, effectively what you are trying to do is you are going to 

share the information about the model right. And then you are going to come up with a 

common global weights which is the effect of the weights from this from this from this 

and then you come up with a global model which is learned right and this particular data 

which it is being used ok is of different size different type or whatever right and this is 

also different this also different.  

So, ultimately you come up with a federated data set which is combination of you know 

this and all of that right. So, this is the basic idea of what you are trying to achieve ok. 

This is a bit different from distributed deep learning ok. 
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So, the idea is that our centralized machine learning algorithm ok will have local copy on 

all the devices where users can use them according to their needs right. So, that is what 

basically a centralized machine learning algorithm having its own local copies on all the 

devices. Now, the model is now gradually going to learn and train itself ok on the 

information provided by that particular user and it will become smarter from time to 

time.  

So, the basic idea is it will attain some local knowledge ok and train itself. So, the basic 

gist is once you have some common copy which is with all of these people ok, all the 

models are being trained ok with some specific thing and it shared with everyone. Now, 

once that model comes here let us say at this ith node ok it will improve its performance 

by getting trained with the local data which is present there on this particular node i ok.  

Once it trains itself that information right it can be shared with this particular node k ok 

which will improve its own performance since this information also is available with this 

node k now right. So, this happens in a collaborative fashion right. So, that is why you 

are trying to talk of the essences that are model is learning ok, but the data is not getting 

shared right. So, that is what it means.  

So, now, the devices are then allowed to transfer the training results from the local copy 

of the machine learning app back to the central server. Remember that we are talking 
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only results not the data. So, the idea is our results are getting shared ok. We are sharing 

the weights we are sharing various other parameters, but not data ok.  

So, the same process is going to happen across all the devices which will have their own 

local copy of the applications, the results will be aggregated again in a centralized server 

ok and that again means we are not going to share the user data right. So, the centralized 

cloud server is now going to update its central machine learning model from these 

aggregated results ok, which is far better than the previously deployed version.  

So, this basically means since when you would have deployed you would have deployed 

using only this data set right. You would have improved still you would have improved 

still, but the variation in datasets to improve your performance right, you will have to 

train your model with heterogeneous data set right. 

So, you will get again this is a different heterogeneous dataset, this also again a different 

heterogeneous. So, this information of your model behaving on these data sets will be 

shared with you on this. So, your model also improves right. 

(Refer Slide Time: 18:13) 

 

So, this is how it is going to happen. So, this let us try to understand this as an example 

that the first step is that the server is sharing its initial learning. So, there is a centralized 

server assume that there is a centralized server ok and that server shares its initial 

learning. 
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So, it has a trained deep neural network and it is shared with this particular user 1 and 

this particular user 2 right and now there are various images of elephants here let us say 

ok. This is just an example which I am just trying to correlate and then there is this 

particular thing of let us say giraffes ok, different types of different varieties of giraffes 

or whatever. Now in this case what effectively happens is that now you have got a 

common model which is shared ok by a central server. 

Now, what you are supposed to be doing is that this local data which you have which is 

images of elephants let us say ok. You are using it to train this model and this particular 

user is using these this these particular images which are giraffe in this case ok to train 

this specific model. So, what effectively happens is you are updating your own 

respective local models and generate some new learning’s for this model, but the data is 

there at your local place. 

So, now you have learned something which is let us say delta x you have improved on 

your performance from this particular shared initial learning model and this person also 

would have learned something more ok because you have added this now. So, you have 

learned something and this let us assume its delta 2. So, you have learned something 

more you have learned something more. 

Now, you share that in such a way that the model which you have developed is going to 

improve ok, but what is the understanding or a general standard procedure is that your 

new learning of l 2 would be the average of what is there in delta 1 and delta 2 right. This 

is generally called as averaging the new learning or whatever you talk about right. So, 

this is how it goes on improving the model. 

So, now if there are 10 such clients right which have their own local data ok. You 

basically learn some local information ok and you basically get delta x and delta y and 

you add this delta x plus delta y average it out and this model improves a bit more and 

this again will be shared with everyone ok. So, this is how it is going to happen. So, this 

is what is basically federated learning right. 

I hope this is clear to everyone as to what are you going to do in this right. This is a 

conceptual thing of basically first understanding and then how do you implement is a 

different issue we will tell you that ok, but this is what the concept says the now ok. 
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In the context of health care data right. So, how is it going to actually work? So, let us 

say there is this global federated server or there is a central server this is to be assumed 

as a global model or this is a global model. Now, we have got hospital 1 hospital 2 

hospital 3. So, these are of various categories right. You can assume it to be a community 

hospital this can be a research center this can be a treatment center or whatever.  

Each of these centers will have their own private data and sharing this private data with 

everyone right is out of question. So, what you do in such a scenario is that you want a 

good AI model ok to be developed. And since it needs to be developed the inferencing 

from this data model alone ok would be better when you combine the learning of this 

model and this model.  

So, what do you want to do? You want to combine and get a global model which is 

effectively a sum total of the learnability which has happened to this model plus this 

model plus this model and these models have learned and you can use that learnability to 

come in to come up with a global model wherein absolutely the data is not shared. 

So, once this is updated, this global model can be used by this community hospital as 

well as this research center as well as this treatment center to come up with their own 

prediction for their input data and again as and when the data goes on accumulating here 

this community hospital again fine tunes this model which is locally done ok.  
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This also does the same thing, this also does the same thing and ultimately you again 

share the learning here by preserving the privacy and then update this global model. So, 

that it could be used by all the other stakeholders. So, this is how it is going to actually 

work right. 
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