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Lecture - 55

Applied Al: Smart City (Intelligent Video Analytics)
Session 1 - Part 2
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~ Demo 2 : Video Classification :

Example : 1 : Training and Classification and Inferencing

Example : 2 : Multi class video Classification using Pretrained Model

Video classification example, 1 minute, yeah. So, this we have already there, so yeah.

(Refer Slide Time: 00:34)
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il Video Classification with a CNN-RNN Architecture

o Date created: 2021/05/28
R Last modfed: 2021/06/05

Descrigton: Traing a fier with ransfer earing and modelon the UCF101 dataset
‘® ve/s@1
K ion, an se-case with apphcat security, and 5o on. We wil
- beusing the UCF101 dataset 0 bud our video classifer. The o different actons, ke crcket shat,
= punching,biking,etc. This dataset y used o buikd , which are tion of
[} f frames. Each information, those
femporal information To madelbothof these aspects, we use a
- wedas recurtent ayes for tempora pocessing). Specifically, we'l use a Convolutonal Newral Netwark (CNN) and a Recurent Neural
i Network (RN consistng of GRU ayers. This kindof hybrd achitectue s popularly known a5 3 CNN-RNN.
©
3 This exampe recuites TensaorFlow 2.5 o highes, a5 well as TensorFlow Docs, whichcan be installed using he fllowng command
(1] !pip install -q gitehttps://github. con/tensorflow/docs
Building wheel for tensorflov-docs (setup.py) ... dooe
~ Data collection
] T In orderto keep it ilbe using version ofthe orginal UCFT01 dataset. Youl

So, this example basically talks off a CNN-RNN architecture and this basically is trying
to train a video classifier with transfer learning and it uses a recurrent neural network
model and it uses UCF101 dataset. So, this demonstration actually gives us the video
classification it is an important use case and this particular UCF101 dataset consists of
different actions right it has got cricket shot, punching, biking ok.

And this particular data set is generally used to build action recognizers right which are
an application of video classification. So, this is the first step wherein you are trying to

set up your environment right.

(Refer Slide Time: 01:35)
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P @came e

~ Setup

C

O from tensorflow,
fron tensorflov
inutils isport paths

plotlib.pyplot as jit

anm e

fsport o2
ispart os

(o]@

~ Define hyperparameters

18] NG SIZE = 224
BATOH SIZE = 64
0065 = 10

= MAX_SEQ_LENGTH = 20
NUM_FEATURES = 2042
[N
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And then this is where you collect in the data right or the data set UCF101 then you

basically set up your environment wherein you are using CV2 pandas, matplotlib, tensor

flow ok keras and all of that.

(Refer Slide Time: 01:54)
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~ Define hyperparameters

O mMesiz =22
BATCH SIZE = 64
EPOCHS = 10
MAX_SEQ_LENGTH = 20
NUM_FEATURES = 2048

~ Data preparation

15 train df = pd.read_csv("train.csv")

Then you define the hyper parameters what is the image size, what is the batch size, what

are what is the epoch right and what is the maximum sequence length and number of

features which you are trying to do.
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~ Data preparation

© train_df = pd. read_csv("train.cs
test_df = pd. read_csvi

enltrain df)})
g: {leatest_df)}*)

123 v_PayngCelo_g08 c06av  PlayingCelo
28 v PlayngCelo_g2¢ o5 PlaygCelo
1 v_Punch o09_cO7 Punch
28 v ShavingBeard 918 cO7  ShavingBeard
410 v ShavrgBoard g16 c02ai ShavingBeard
415 v_ShavngBeard g17_cO1.av  ShavingBeard
106 v CricketShot g2¢ c03av  CricketShot
w v_Punch 23 cO.a Purch
164 v PavnaCelo 015 c02av  PaviaCelo
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Then you have this data preparation wherein how many videos are being used for
training, how many videos are being used for testing right. So, you are trying to actually
use this for training purpose and testing purpose and then you basically are trying to do
ok.

(Refer Slide Time: 02:29)
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x
start_y = (y // 2) - (min_din // 2)
eturn frame[start_y : start_y + ain din, start_x : start_x + ain_dia]

det video(path, max_frases=0, resize=(ING_SIZE, ING_SIZE)):

ans e

«««««

YT

_5qué
esize(frane, resize)
frame R |

rase = [z, 5
frases. append(frase)

i1 Len(frases) = max_frases:

Action recognition in a sense you are trying to actually do action recognition with tf hub.
So, this basic idea is that you are trying to generate a sequence model right. So, you are
trying to load in the video ok you are trying to load in the video what is the frame we are
trying to use ok.

And then we are going to actually crop the frame right for getting the center and then
trying to understand the region of interest and then once you are able to extract right all
these frames. So, you are trying to actually do to get the region of interest ok which
basically gives you the action recognition.

So; obviously, in a frame in a static frame there will be some region of interest right and

that region of interest you need to actually crop ok.
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We can use a pre-trained network to extract meaningful features from the extracted frames. The Keras Applications module provides a
number of state-of the-art models pre rained on the ImageNet-1k dataset. We wil e using the InceptionV3 madel fo this purpase.

B AR e

T

g outputs = feature_extractor(preprocessed)
return ker; jel(inputs, outputs, mame="feature extractor”)
[N

And then each of these frames ok could be or should be actually used ok buy a pretrained
network ok to extract certain meaningful features right from these frames. So, now what
effectively happens is, you have found out the region of interest in the frames and out of
these region of interest or these portions of your frames you need to actually extract
meaningful information right. So, effectively you are trying to develop a feature

extractor ok.

Now, when you talk of a feature extractor, the idea is that you are trying to actually get
those features which are more important right to actually generalize for various videos
which you are going to get input for or you are going to get those videos as input right.
Otherwise, a question basically is or might be asked that when you are trying to do a

classification and you are trying to use CNN and RNN architecture.

Why is that you are going to again extract features when CNN and RNN is actually
capable of doing it on its own? OK. So, the idea here is that the features are extracted or
features might be extracted, but which are the specific features of our own interest ok is
something which we need to actually boil down to from lot of features which this type of

a network would have given us right.

(Refer Slide Time: 05:52)
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=~ i Q We can use a pre-trained network to extract meaningful features The Keras
] numberof the ImageNet-1k dataset. We will be using for this purpose
&l ° det builg 0:

S npantn feature ras. applications. Inceptioni3( ]

et TnceptionV3(include_top=Troe, weights="isagenet’, input_tensor=None,
include_top=Fals jnout_shapestione, poolingone, classes=1062,
pooling="313", classifier_activations'softaax’)
input_shape=(IMG
) Oomintb View sourc
preprocess_input = K InceptionV3'"tf.keras.opplications. inception_v3. preprocess_input
inception_v3.preprocess_input
inputs = keras.Input 1"
preprocessed = prepr
outputs = feature_ex TP
return keras.Model(1

anm e

mogenet
Loyers. Input()
Sneust bancnr

feature_extractor = build_feature_extractor()

Gl ook

Downloading data from https: /st 1 tensorfl inception v3/inception v3 weigt
1916544/ 87910968 (= =] - "
87324736/B7910968 (= 3
The labels of the videos are strings. Neural alues, 5o they
2 before they Stringlookup layer Iabels s int

[

So, we are trying to develop a feature extractor here right ok and here we are using
inception v3 right for that purpose. So, now if you want to see the source and all, all of

this is available in this.
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before they are fed to the model. layer labels as integers.

O 1abel processor = keras. layers. StringLookup(
nm_oov_indices=3, vocabulary=p.uniuel{train_df["tag"})

)
print(label_processor.get_vocabalary())

) ['CricketShot’, ‘PlayingCello’, 'Punch’, 'ShavingBeard', 'TennisSwing']

Finally, we can put to create our data

root_dir):

CPEWw anMe

o_nane"] .values. tolist()

[

Now you have extracted the features or you have built the feature extractor now the
labels for each of these videos are strings and when you say a neural network or for that
matter a deep neural network it is not going to understand the string values. So, you are
supposed to convert it into some form ok which is basically to be used by a neural
network model.
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So, you are going to convert it into some numerical form ok and then there is something
which wherein we use string loop lookup ok which basically is a layer which encodes the
class labels as integers. So, there has to be a encoding done for each of these classes as
integers right. So, this is what is done here ok. So, if you see the label processor it is
going to give us the labels like cricket shot, playing cello punch, shaving beard, tennis

swing.

So, these are from that particular data set right. So, we are talking of video classification
right. So, now, once you actually see all this. So, what have we done till now? We have
actually done these steps wherein we have defined our hyper parameters, we have
prepared in the data ok which needs to be used ok and then we have tried to find out ok
which are the actions which we need to actually do things and then we have to basically
build a feature extractor ok.

And then we can basically link each of these class of labels to each of these videos right
and then you are going to prepare all the videos for each of these videos you are going to

actually do all of this ok.

(Refer Slide Time: 08:33)

turn (frame_features, frase masks), labels

Data preparation

train_data, train_labels = prepare_all_videos(train_df, “train”)
test_data, test_labels = prepare_all videos(test df, “test")

n_data(e].shape}*)
rain_data(1].shape}")

94, 20, 2048)
, 20)

- The above code block will take ~20 minutes to execute depending on the machine it's being executed.

e ~ The sequence model

Now, we can feed this data to @ sequence model consisting of recument layers like GRU

or. get_vocabalary()

frane_feats 5. Input { (WAX_SEQ_LENGTH, MM_FEATIRES))
', nask_input MAX_SEQ_LENGTH, ), dtype="bool")

And then if you see the frame features in the training set is this and frame masks in the

training set is this, now this we have already executed because it will take time right.

(Refer Slide Time: 08:48)
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~ The sequence model

Now, we can feed this data 10 @ sequence model consistng of recurrent layers ke GRU

def
class_vocab = Label_processor.get_vocabalary()
frane_features_input = keras. Input((NAX_SEQ_LENGTH, NM_FEATLRES))
Rask_input = keras. Input( (WAX_SEQ_LENGTH, ), dtype="tool")
x = keras. layers. turn_sequences=True)
frase_feature: sk=mask_input
)
X = keras. Layers. GUI9) (x)
x = keras. Layers.Dropout (0. 4) (x)
x = keras. Layers.Dense(s, activation="rels") (x)
autput = keras. layers. Dense( len(class_vocab), activation="softzax") (x)
roa_sodel = keras.Nodel(frase_features_input, sask_input], outpet)
roa_sodel. cospile(
loss="sparse_categorical_crossentropy”, optinizer="adas”, metrics=["accuracy”]
)
eturn ran_sodel
ot
def

And then the sequence model is basically to feed this data to a sequence model ok of

recurrent layers ok. So, what basically is being done here is, you are going to understand

right why these mask models are required right. And then you basically try to run these

experiments, train it ok for each of these epochs which we have already done.

(Refer Slide Time: 09:16)
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13766
s 25as/step - loss: 87078 - accuracy: 0.6892 - val_loss: 1.4427 - val ¢

- ETA: @s - loss: 9.6435 - ac
3766

s 26as/step - loss: 0.6591 - accur: - val_loss: 1.4858 - val e

=] - ETA: @ - loss: 8.6256 - accuraq
437t

Sas/step - loss: 0,62

56 - accuracy: 0.7884 - val_loss: 1.5637 - val e
/step - loss: 1.8819 - accuracy: 8.5446

0 2
- 25 9,

Note: To keep the runtime of thi short, we just used a This number of L
with respect to being used that has 93 more data from the
UCF101 dataset using the notebook mentioned above and train the same model.

~ Inference y

(1)

def prepare_single_video(franes):
frazes = frases[None, ...]
frane_sask = np.zeros(shape=(1, WAX_SEQ_LBNGTH, ), dtype="bool")
frane_features = rp. zeros(shape=(1, WAX_SEQ_LENGTH, NUM_FEATIRES), dtype="flost32")

for 1, batch in enuserate(franes):

And then once this model is trained ok now this particular thing is basically is something

like a sequence model with so, many trainable parameters right. And then using this

UCF101 data set and then you basically can use this for inferencing ok.

(Refer Slide Time: 09:46)
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UCF101 dataset using the notebook mentioned above and trin the same model

~ Inference

B @c@e 0w

shape=(1, WAX_SEQ_LENGTH, |, dtype="bool")
ros shape=(1, WAX_SEQ_LENGTH, NUM_FEATLRES), dtype="floati2")

‘'
K aference
(4] vi =
@ s« Length (MAX_SEQ_LENGTH, video_length)
‘ for § in range(iehgth):
tures[, j, :] = feature_extractor.predict(batchione, §, :1)
tlength] = 1 # 1= not masked, 0 = masked
=
! eturn frame_features, frase_sask
det prediction(path):
class_vocab = Label_processor. get_vocabalary()
franes = load_video(os.path , path))
frane_features, frase sask = p single_video! franes)
probabilities = sequence_sodel.p t([frame_features, frase sask]) (2]
for 1 in np.argsort(probabilities) [::-1]:
B2 nt(f* {class_vocabli]}: {probabilities(] « 100:5.2")
e return franes

So, the idea is this that, if you run this particular thing ok it will randomly take certain

images and then do the prediction.

(Refer Slide Time: 09:53)
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0 print(f* {class_vocablil}: {probabilities[i] * 100:5.2f}%") rtvogdl
return franes

def to_g H
converted_isages
inageio.nimsave"anisa

eturn esbed. enbed_fil

test_ ice(test_df["video_nase”].values. tolist())

test | lon( test_v:
to_gif(test_franes|:NAX_ SEQ_LENGTH])

Cello_g04_co6.avi

For example, this is the video path what is it doing? It is classifying it as playingaCello
47.79 percent it is not surely related to tennisswing, but it is basically trying to give it
that particular percentage right. And then you have to get shot and punch with respective
values the basic idea is, you need to train it more right we trained it with this data set
with certain specific number of epochs just to show you like how fast we can do this ok.
Otherwise, you can do it for various settings of hyper parameters, then try to do it we
will try to see this again it will randomly choose certain videos and see here.
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This is trying to detect that it is 27.76 percent as ShavingBeard and TennisSwing it gives
me as 15.84 percent. So, this effectively is a wrong classification right. So, it is not
necessary that every classification should be correct because of your training parameters,
training values training epochs and all of that you understand that right. So, that is how it
is.
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inageio.ninsave(“an converted_isages, fps=10)

n, o ... retum enbed. enbed_fil 0n.gif")

test_video = np. randoa. choice(test_df [“video_nane"].values.tolist())

. ‘ P ath: {test_video}")
Inference test_f equence_prediction(test_video)
Bf to_gif(test_frames|:NAX_SEQ_LENGTH] )
mch_g04_c02.avi
€
L |
(A

So, let us try to see one or two more videos and then we will see ok of what to be yes.

So, this is randomly taking pictures ok which are not used for training and then this is
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how it is going to do this right. So, what effectively is happening here is, these video

classifications are not correct ok some of them let us try to see one or two more.

(Refer Slide Time: 11:50)
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inageio,aimsave(“animation.gif*, converted_isages, fps=10)

return eabed. esbed_file(“anisation.gif*)

test_video = np. randon. choice(test_df [“video_name"].values.tolist())
print(f'Test video path: {test_video}")

— test_franes = sequence_predictionl test_video)
to_gif(test_franes :NAX_SEQ_LENGTH])
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And let us try to understand like what is the accuracy see here. It is such a easy thing

right, but still it is giving me shaving beard right.
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to_gif(isages):
converted_inages = inages.astype(np.ints)
isageio.aimsave("anination.gif", cowerted_isages, fps<10)
return eabed. enbed_file(“aniration.gif*)

test_video = np. randon. choice(test_df [“video_nane"].valves.tolist())
print(f"Test video path: {test_video}")

test_franes = sequence_prediction(test_video)
to_gif(test_frames|:NAX_SEQ_LENGTH])

ayingCello_g0S_co6.avi
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So, yes, so basically to remove all of this right, to remove all of this there is a concept are
there is this particular approach right which is called as inflated 3D CNN usage right.
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CVPR2017 paper. The source code is publicly avaiable on github

“Quo Vadis’ introduced a new architecture for video classification, the Inflated 30 Convnet or 130, This
architecture achieved state-of-the-art results on the UCF101 and HMDBS1 datasets from fine-tuning
these models. 130 models pre-trained on Kinetics aiso placed first in the CVPR 2017 Charades

The original module was trained on the kin
Labels for these actions can be found in the

teset and knows about 400 Gifferent actions.

In this Colab we will use it recognize activites in videos from a UCF101 dataset
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TensorFlow
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Setup
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Import the necessary modules

Toggle code

Helper functions for the UCF101 dataset
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PREd MBS e

L]

Get the kinetics-400 labels

Toggle code

Now, what is basically inflated 3D CNN approach for action recognition is that it also
does the same thing and you can use the kinetic data set right which will improve right
your recognition capability. So, what is the difference? Here the input again is a video.
So, the idea is it is a 3D input with a two dimensional frame with time as the third

dimension ok.

So, technically speaking it is not a 3D model, but it is considered to be a three
dimensional input it is considered to be a three dimensional input ok as a two
dimensional image frame right and time as the third dimension. So, in this particular
example we have tried to actually see right that these people have used a CNN with two
strides or stride two after which you have a max pooling layer and multiple inception

modules right. So, this is how it is.

So, in the previous thing what | have done is, | had actually run it before, but now what |
am going to do is | am going to run it so, that. So, let me just run in the colab thing now

give me some time yes.

(Refer Slide Time: 14:59)
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" R, S e ~ Setup

' o001

O !pip install —q isageio
u o 5o L pip install - opency-python
= P P Mo meon tpip install -q gitehttps://github. con/tensorflow/docs
Building wheel for tensorflov-docs (setup.py) ... done

‘'

B- Import the necessary modules

o

F1e1
[
L Y

So, ok let me just close that session previous one ok. So, in this case this is basically a
solution which was at just the first rank in CVPR 2017 charades challenge right. So, ok
once we are able to install the various modules in the our environment we will just try to
understand and import the various necessary modules and again here we are using
UCF101.
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Import the necessary modules

sorflow as tf
sorflow_hub as hul
rflow_docs.vis isport enbed

t_verbosity(logging. ERROR)

‘®
3 les th reading the KFIBUataseR: |
- ™
o
‘ ofile
wasm
10

taset  Helper functions for the UCF101 dataset
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2

H
o
®
=
34
o
i

-0 Fle Edt View Iset Runtme Toos Help

@ |5 rectomens st onfilod ; G =il R b
e O if rot os.path.exists(cache_path): tvog@l

S W q urlpath = request.urljoin(UCF_ROOT, video)

hing As = %" § (urlpath, cache |
= request.urlopen(urlpath, context=umves
open(cache_path, “wb").write(data)
cache_path

en video files using (V2

start_y = (y // 2) - (nin_din // 2)
return frane(start_y:start_ysain_din, start_x:s*

anm e

eolpath, max_frases=d, resizes(224,
VideoCapture(path)
1 1

3

ret, frase = cap.read()
if not ret:

break
frane = crop_center_square(frase)
frane = cv2.resize(frase, resize)
frome = frasel:, :, (2, 1, 011
tranes. append frane)

P E

[4

if len(franes) = nax_frases:
ol © break
tinally:
cap.release()
return no.arravlfranes) / 235.0

| @

And then yeah again the same thing we are trying to open the video file using CV2 and

then crop the center square frame and then trying to load everything right.
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Bl if len(frases) = max_frases:
break

y:
release()
np.arraylfranes) / 255.0

def to_gif(inages):
converted_izages = np.clip(inages # 255, 9, 25!
inagei.ainsave('. /animation.gif', cowerted_ir
return eabed. esbed_file(’./anination.gif')

O  Get the kinetics-400 labels

) Found 400 labels.

~ Using the UCF101 dataset

DEY AR e

1 # Get the List of videos in t
uct_videos = List_uef_videos()

é

aategories = {}
for video in ucf_videos:
category = video[2:-12]
=l o if category not in categories:
= categories [category) = [|
- 8 categories [category] .append(video)
[ . print(*Found % videos in %d categories.” § (len(uct_videos), len{categories)})

And then for each of these videos we are trying to get the kinetic right cameras labels.

(Refer Slide Time: 16:28)
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-9 Fie Edt View et Runtime Tooks Help Canootsave canges
T
. |E Tableof [ X +Code +Tet @ Copytolrhe v ek W
P
1300 Copyriht 2018 The Tenscriow Hi Found 480 labels.
. Action Recognition with an inflated 30 CNN .
o W emRmemReEREReN | Using the UCF101 dataset v
Setp
('S ER——
Helper fnctionsfor the UCF101 10 # Get the List of videos in the dataset.
posack uct_videos = List_uct_videos()
‘® (Get the kinetics-400 labels categories = {}
for video in ucf_videos:
the UCF101 dataset -
& Uy category = videol2:-12]
8 Secton if category not in categories:
categories[category] = (]
‘ categories(category) . append(video)

print(“Found %4 videos in %d categories.” % (lenluct_videos), len(categories)))

—
- for category, sequences in categories. itess):
o sumary = *, *.foin{sequences(:2])
1) print("v-20s Wd videos (%5, ...)" ¥ (category, len(sequences), sumsary))
Hulaoop 125 vidos (vt BT oo, oy, g1 .55,
) Icedancing 158 videos (v_IceDancing g1 v_IceDancing_g81_co2.av
JavelisThrow 117 videos (v_JavelinThrou_g81_col.avi, v_JavelinThrow_go1_ )
JugglingBals 121 videos (v_JugglingSalls_go1_cal.avi, v_JugglingBalls
Junghope 144 videos (v_JuspRope_g1_cO1.avi, v_Jumpope. gb1_ci2.vi,
Juspinglack 123 videos (v_Juspinglack_g8l_cOl.avi, v_Juspinglack g0l

Kayaking 141 videos (v_Kayaking o901 c1.avi, v_Kayaking_g01_cd2.avi,

Knitting 123 videos (v_Knitting o01_c1.avi, v_Knitting gb1_co2.avi,

Longlump 131 videos (v_Longlusp_g01_co1.avi, v_Loaglusp_g01_co2.avi,

Lunges 127 videos (v Lnges g01cAl.avi, v.Linges g01_c2.avi,

il isararada 1€ widane (WY (arDarade A1 o1 it B

And then; so, what is the list of videos in the data set right?
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|z N ox m--':'- 8 Copy toDeve
© Jwwiraack 123 videos ingdack_go1_
Q  Copyright 2018 The TemsorFiow Hub Kayaking 141 videos (v_Kayaking 001 ¢ dl»-n. Mikm_
O rnitting 123 videos (v_Kaitting go1 c81.avi, v_Knitting_go1_co2..
Longlump 131 videos (v_Longlusp_g01_ch1.avi, v_Longlusp 981 _ce2. .
{5} Acton Recogiton with an nfae Lunges 127 videos (v_Lunges_o1_c¥l.avi, v_Lunges_gbl_c#2.avi,
. NilitaryParade 125 videos (v MilitaryParade_g01_col.avi, v_ilitaryParade _qll R.avi,
o S Mixi v, Num]_oﬁ_:l! avi,
3 o i MoppingFloor g0 HoppingFLoor ¢1 o)
t P Ty e Nunchucks 132 videos (v_Nunchucks_go1_cel. por VA mnznms  g01_ci2.av
Helperfctionsfor the UCF101 ParallelBars 114 videos (v_ParallelBars_g1_cl.avi, v_Parallelars gl
dataset Pizzalossing 113 videos (v_PizzaTossing g91_cl.avi, v_PizzaTossing bl
Y PlayingCello 164 videos (v_PlayingCello_g1_col.avi, v_PlayingCello_goi.
Get the knetcs 400 labels. Playingbaf 151 videos (v_PlayingDaf_gb1 5
Playingdhal 164 videos (v_Playingdhol_g81_
F Using the UCF101 dataset PlayingFlute 155 videos (v_PlayingFlute,ob
PlayingGuitar 160 videos (v_PlayingGuitar_gbi
8 Secton PlayingPiano 105 videos (v_PlayingPiano_go1_cb!
‘ PlayingSitar 157 videos (v_PlayingSitar_g01_col.avi, 3
PlayingTabla 111 videos (v_PlayingTabla_g81_col.avi, v_PlayingTabla_g8l_co2.avi, .
Playing¥iolin 100 videos (v_Playing¥iolin g81_c81.avi, v_PlayingViolin gil
- PoleVault 149 videos (v_PoleVault_go1_col.avi, v_Pn\ti\u;ﬂ_c 5
- Pommeorse 123 videos (v_Posmeltorse_g81_cdl.avi, v_PoaseHorse_gb1_
e Pulllps 100 videos (v-Pulls.gb1_cHL-ov, .ol lps SBL A2
q{°)] Punch 160 videos (v_Punch_81_cdl.avi, v_Punch_g01_c2.avi,
Pushilps 182 videos (V_PushUps_g01_cil.avi, v_Pushlps_go1_co2.av,
Rafting 111 videos (v_Rafting go1_c#.avi, v_Rafting ge1_co2.avi,
Rock 144 videos (v_RockCl - g0_chl.avi, v mmmmxmr_gn c@2.avi,
9 RopeClisbing 119 videos (v_RopeClinbing g81_cB1.avi, v_RopeClimb: iy
Rowing 137 videos (v_Rowing_g01_cil.avi, v_Rowing gd1_co2. .
SalsaSpin 133 videos (v_Sa\saSomgtl (ll -, v_Salsaspin_ga1_ca2.
Shavingieard 161 videos (Lsmwue wi, v_ShavingBeard go1, 8l
Shotput g Shotput_gé1_co2.av1,
SkateBoarding avi, v smemmxm v, ...}
Skiing v_Skiing gb1_cé2.avi,
Skijet avi, v_Skijet ghl_co2.avi, ...)
Skybiving 110 videos (v_SkyDiving_gh1_col.avi, v_SkyDiving g8t _c82.avi, ...)
SoccerJuoaling 147 videos (v SoccerJuaaling 001 . v SoccerJucaling abl ce2.avi.
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-9 Fie Edt View et Runtime Tooks Hep Cannotsave changes
. |T — X *Code +Tet M»na.vm.i“ . 75
- 1s] Tyeing 136 videos (v_Typing, g01_cOL.avi, v_Typing.ob1_co2.ovi,
13 8 o Copyright2018 The Tenscriow b Unevendars 104 videos (v UnevenBars_gd1_c81.avi, v_UnevenBars_go1_c2.avi, ...}
A VolleysallSpiking 116 videos ( valleyballsamnu_qﬂ AL, violiogal Spiking gn .01,
® 123 videos (1) 901_col.avi, _g81_c2.avi, ...)
1) Acton Recogrition with an et WallPushups 130 videos (1 ¥ol1Pshops,SAE chavi, v T Pushaps o0 cBarty oo

N ®1.avi, v_Writing0nBoard_g1_ az avi, o)
Sewp Yol 128 videos (v_YoYo_g01_c®l.avi, v_YoYo_g01_c62.avi, ...)
# o

. WritingOnBoard 152 videos (v NritingOnBoard
Yo

Import the necessary modules

Heiper functions for the UCF10 (6] # Get a sample cricket video.
dataset video_path = fetch_uct_video(*y_CricketShot_g84_co2.avi")

& e A sample_video = load_video(video_path)
@ Using the UCF101 dataset Fetching https://ww. crov.uct, edu/THUMOS14/UCFIO1/UCFI01 /v CricketShot oBd_c82.avi = /tap/tapsz921ofe/v
- rtvegdn

8 Seckon O saeple_video.shape
‘ (116, 224, 224, 3)
= [] 134 = hob. load("https:. X "), ‘detault']
)
A 5

+ Code — + Text

L) ) predict(sasple_video):

# Add a batch axis to the sample video.
model_input = tf. video, dtypestf.float32) [tf, s

o Logits = 13d(nodel_input) ['default'] (2]
probabilities = tf.mn.softaax(logits)

print(*Top 5 actions:*)

All of this videos in the initial this thing and then it is trying to show you certain things
wherein.
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o 18] def predict(saaple_video):
# Add a batch axis to the sasple video,
model_input = tf.constant{sasple_video, dtype=tf.float2) (tf.newaxis, ...]

{5} Action Recognition with an il

Setup

5@

import the ecessary mod logits = 13d(model_input) ['default'] (0]

probabilities = tf.nn. softmax(logits)

Helper functions for the UCF101

print(*Top 5 actions:*)
Getthekinetics-400 labels for i in ap.argsort(probabilities)[
Using e UCF10T print(f* {labels[i):22}: (pmnuuesh] * 100:5.20 ")

rveogdl
O Secton © O predict(samle video) N

Traceback (zost recent call last)
>0

CREdM aBRe

<ipython-input-S-4eS4166580Lb> in predict (sasple_video)
s0de]_input = t. eoanu:uuwh ideo, dtypestf.floatd2)(tf.oevaxis, ...]

‘
——=>'5  logits = i3d(sodel_input)["detault')[0]
¢ provabilities = tf.an.softmax(logits)

NameError: nase ‘134’ is mot defined

8 o

SEARCH STACK OVERFLOW

Now try  new video, from of sports

Let us try to; miss this ok.

(Refer Slide Time: 17:32)

1368



DE G MR e

€

So, this sample video which you choose will give you the

|

Y

ese O+ « 0 « colabresearch googie com b+ X
§u\
S I7vE
Q- B coto wesw 0 vdeo_classticatn - Coberatery F W etud 30 O | Temuoc €O on he UCFI0t Dutasr - Colabont. Y-
) ¥ 4
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[ Table of contents ox 4 -
sompe_vivevrs
(121 #Add a ba axis to the sasple video.
Q model_ingut = t1. constant(sasple_video, dtypestt. floatd2) [tf.newaxis, ...|
. logits = i3d(model_input) [ 'default'] 0]
probabilities = tf.m.softmax(logits)
o print(*Top 5 actioas:*)
for £ in np.argsort (probabilities)[::-11[:5):
print(f* {labels(i):22}: {probabilities(i] = 100:5.20}%")
vogdl
O predict(samle_video)
© Top 5 actions:
B s playing cricket
skateboarding N
robot dancing
roller skating
golf putting
Now try a new video, from: of sports
How about ths video by Patrick Gilett:
1 larl -0 kined: rikipedia/comons/6/86/End_of a_jam.ogv 1
| video_path = "End_of _a_jam.oge"
o
A | sample_video = load_video(video_path) (:10]
8 sample_video. shape

displaying what it will give you the probabilities.
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[14] predict(sample_video)

Top § actions:
playing cricket
skateboarding
robot dancing
roller skating

golf putting
Now try a new video, of sports
How by P: Gillett:
"
O Secton (15] ‘eurl -0 ikineds ikipedia/commons/6/86/End_of_a_jam.ogv
N Total % Received % Xferd Average Speed Tise Tise  Tine Current
Dload Upload Total Spent Left Speed

1005500 10055.00 0 0 25.61 0 0:00:02 0:00:02 —i—:— .64
Q video_path = "End of a_jam.ogv"

° sample_video = load_video(video_path) [:100]
sample_videa. shape

| to_gif(sasple._video)

| predict(sample_video)

probabilities right it is

%
)
)

+ s S
§#\§
VS
&
owe § B NPTEL
P .
[

not

And then you can basically try to download certain videos ok trying to understand then.
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Yes. So, if you see this, this basically is trying to give you a prediction which is about
96.85 percent ok. Now, the idea here is that you have done almost the same thing, but
then you have tried to actually link ok the kinetic label right with basically trying to use
the kinetic data set ok along with the UCF101 and HMD basically data sets for fine
tuning the models ok. And now these basic models which we are talking of a 3D convnet
ok if you go to the 3D convnet model ok these are free trained models which are

available to us.

So, 3D convnet model basically are available to us and then yeah. So, that is what
basically is done in this particular thing | am not going into the technical details of 3D
convnet and all you can basically refer the various links which are there here and then
this thing which can happen right. So, now you can predict anything you can work on
this in your leisure time and you can work basically on this, we have shared the links on
our slides as well yeah. So, let me just show you some other demos one minute give me a

Sec.

(Refer Slide Time: 20:54)
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So, the idea is that this is a very simple program which we have been doing like
everybody does it, but the idea is just to show you right how basically you can further
automate it right which we will be doing it in the next class with deep stream right. So,
the idea was how standard applications like this could be improved right using deep
stream and GPU computing is what we are going to show you in the next class so, but we

will show you how this is stand in the standard procedure done right.

So, we have this width and height. So, trying to understand that and then trying to
basically use mouse clicks to basically find out the areas which you are going to select.
So, we will show you that and then we will see how this car parking thing works right.

So, we will try to show you this yeah yes.

(Refer Slide Time: 21:55)
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So, if you see this one minute. So, this is space for drawing yeah. So, this is how actually
you are going to draw it ok yeah. So, this is how you are actually going to draw it and
then now you can see like this we have put in and drawn ok for majority of this trying to
understand this. And then trying to you can add in go on adding more areas and
something like that that should not be a problem. So, this is the basic idea and now if you
see and we start the next step of processing yes.
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So, if you can see here it is actually going to show us the free slots the count of number
of occupied slots and how basically the frames are getting processed ok and then
thresholds are getting checked right. So, this is the standard computer vision application
ok which might run on a GPU which might not run on a GPU. So, this is the standard
application wherein you are trying to detect the free slots ok based on the features

available using certain techniques of thresholding.

These are not very standard in the sense it is a standard technique, but it does not use any
deep neural network type of approach right. So, how are we going to change this
application ok? To a real time smart city application using something which is called as

deep stream which is what we are going to discuss in the next session right.

So, | hope you understand the context with which this is told today so, that we can
actually go into the details of certain specific applications which would be developed
using things like deep stream ok which is a very very good set of libraries right which

could be used for developing video analytics applications right. So, | suppose | am done.
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