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PERFORMANCE RESULTSg

X

Ok. So, I have been telling about that there is a lot of performance improvement and all
that stuff; but let us understand how much is the performance improvement.

(Refer Slide Time: 00:27)

Use Case: Data Processing (Databricks) wies
ETL for FannieMae Mortgage Dataset (~20068B

e

ETL Time {seconds) ETL Cost (AWS+DBU)

* Costs based on Cloud T4 GPU instance market price & V100 GPU price on Databricks Standard edition
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So, we picked up a use case, where we had data processing from data we did data
processing on based on the public dataset of 200GB CSV which is called the FannieMae
Mortgage Dataset and you can find out, | will show you the links and all in some time;
everything for notebook and all available on the internet.

So, there you will find that ok; you will be seeing that ok data in the data bricks
environment, if you use 12 node cluster of CPUs with r4.2xlarge GPU type on the T4
instances versus the T4 instances of cloud where you use in data AWS theg4dn to its

large environment.

So, you will see that the same ETL which is reading a CSV file, converting into parquet
format and then, reading it, again doing some aggregations and transformations and then,
writing it back to the parquet file is doing the same job 4 times, almost 4 times faster
than the CPU counterpart. We call it is 4 times faster; the dollar cloud bill of CPU is 8
dollars and the cloud bill of a AWS of GPU is 3.76 dollars. Since we can see that we are

saving 50 percent cost as well, in addition to accelerating it at 4x performance.

(Refer Slide Time: 01:56)

NVIDIA DECISION SUPPORT (NDS)

NVIDIA Decision Support (NDS) is our adaptation of an industry-standard* data science benchmark often used by Spark
cus o o

queries as the industry standard benchmark but has modified parts for dataset

DS benchmark and is used for internal performance testing. Results from NDS are not

So, this was a simple dataset and simple used case. But when we go to enterprises, and
industry; so, we do use something called a decision support. Ah. So, decision support is
something which is a industry accepted benchmarks which is cross like maintained by an

independent organization. So, that any kind of processing benchmarks you need to test,
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we can go through this at the TPC-DS benchmark and we can compare it. Suppose if you

want to compare spark with map reduce or map reduce spark 2 versus spark 3.

So, everyone uses this TPC-DS as a benchmark tool for doing that kind of testing.
Hence, we thought that using this particular benchmark would be more preferable so that

we can prove our point to the larger customers as well.

(Refer Slide Time: 02:51)

DATASET

Approximately 3 TB of raw data

Compressed using parquet about 1 TB on disk
Data uses double values instead of decimal values
The data set is partitioned

Stored in the native file system for the environment (HDFS for EGX cluster, Local files for
DGX-A100)

So, we use 3 terabyte of raw data; yes, we compressed the data of 3 terabyte of CSV into
1 terabyte on disk and then, we use double values instead of decimal values and the data
was partitioned, stored in the native file system for the environment using the EGX
cluster and the DGX A100.
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EGX /Org"llzgtvceer;nﬁed DGX A100 GCP Dataproc
Nodes 8 1 1 driver (CPU only), 8 workers
U 2 X AMD EPYC 7452 2 X AMD Rome 7742 ni-standard-4 (driver)

(64 cores/128 threads) (128 cores/256 threads) 8 x n1-highmem-16 (workers)

2 x NVIDIA Ampere A100, PCle,
GPU 250W, 4068 8 x NVIDIA Ampere A100 40GB 1 x 16GB T4 per executor
RAM 0.5T8 278 104 GB
Storage 4x7.68 TB Gen4 U.2 NVMe 8x3.84TB Gend U.2 NVMe Google Cloud Storage
X 1 x Mellanox CX-6 Single Port 8 x Mellanox CX-6 Single Port HDR

adiy HDR100 QSFPS6 2006b/s InfiniBand 2 6hps
Cost w/oGPU 542,000 per w/ bulk discount N/A $9.08/hour incl GCE + Dataproc

Cost w/ GPU -$71,000 per w/ bulk discount  Approximately $239,000 retail $11.88/hour incl GCE + Dala;'“

HDFS (Hadoop 3.2.1)
Spark 3.0.2 (stand alone)

Software Spark 3.0.2 (stand alone) Dataproc Spark 3.0.1 +

So, what we did is if you see this diagram, so the hardware we compared against Google
Data Proc, DGX A100 which is combination of 8 A100 GPUs and finally, EGX which is
combination of 8 servers with 2 GPUs each ok. So, we did this benchmarking on these
three kind of hardware cloud on premise and two type of on premise; node based and

specialized machine based.
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EGX 8-Node Cluster DGX A100 GCP Dataproc
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63,000 - 53,000 3,000
$ 2,000 £ 2,000 §: 000
1,000 . 1,000 1,000
0 0 0
CPY GPU [<]] <) <] <0
GPU is 3.21x faster with a cost ratio of 0.52 GPU is 2.19x faster GPU is 1.91x faster with a cost ratio of 0.68
(GPU cost was 52% that of the CPU) (no cost ratio, e don't sell these without a GPU)
Queries 14a, 14b, 23a, 23b, 67, 72, and 9% veere
Queries 14b and 72 were removed because of Queries 23a, 23b, 72, and 73 were removed removed because of failures
failures because of failures

So, we found that whether it is EGX, DGX or cloud, we are definitely faster. Though, we
are then fastest in the EGX kind of system, where we have 2 GPUs each in the each
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server and multiple such servers. DGX was faster, but it was around 2.19x faster and
then, on cloud, it was almost 2x faster. The latest benchmark we have does not have even

failures all the queries are running as usual.

(Refer Slide Time: 04:16)

GPU VS GPU + UCX

EGX Cluster DGX A100
3,000 3,000
2500 2500
2,000 2,000
51,50 g1
% &
1,000 1,000
g l . B
0 0
UCK off UCX on UCX off UCX on
GPU + UCX Shuffle is 1.23x faster than the GPU alone. GPU + UCX Shuffle is 1.63x faster than the GPU alone.
Queries 67 and 72 removed because of failures. Queries 23a, 23b, 72 and 77 removed because of}
&
GPU + UCX Shuffle is 4.15x faster than the CPU and a cost ratio of 0.41 GPU + UCX Shuffle is 3.57x faster than the «/ ",
Queries 14a, 67, and 72 were removed because of failures. Queries 23a, 23b, 72 and 77 removed because of, £/

Ah So, if we add the UCX, so how much faster it is? The accelerated spark shuffle, if we
add that on top of the normal GPU acceleration, we further get 1.63 X faster than GPU
alone and if we compare it with CPU, we get 3.5x faster. So, hence, we see 1.5x to 2x

faster for the networking acceleration as well.

(Refer Slide Time: 04:47)

WHY NOT ALL QUERIES ARE FASTER

Amdahl’s law: Most improved queries wrote ~10x more shuffle than those that saw 10% or less speedup. The more
time a query spends in the shuffle, the more chances of acceleration we have.
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All type of queries are not faster. So, there is no one stop solution as of now that you can
have to run all the queries faster. So, here if you see UCX plus GPU speed up versus
GPU. So, the amount of the amount of data, we are shuffling is directly proportional to
the acceleration we are getting. If we are not shuffling a lot of data, the acceleration is

not that much. If we are shuffling a lot of data, then we have a lot of acceleration.

(Refer Slide Time: 05:23)

WHY IS THE GPU SLOWER FOR SOME QUERIES?

EGK Speedup Histogram

Failed Queries
20
Small Data Sizes (spark.sql.adaptive.advisoryPartitionSizelnBytes=1G)

Q28, Q44, and Q67 - DGX A100

Less computation overlap (spark.rapids.sql.concurrentGpuTasks=1) DGX A100 Speedup Histogram

Host/Device Memory Transfers

All of them

) ) 0.1 (1.2 23 B4 @5 6.6 67 7.8 B9
Cache Consistency on Reductions/Very Small Aggregate Results

GCP Dataproc Speedup Histogram
088

Lack of GPU support and CPU parallelism is much less

Q44, Q49, and Q67

caBESYS
Sy

So, why GPUs are slower? There are if the data size is small, if the data queries are
failing, if there is a lot of CPU usage, if there is not lack of GPU support, these kind of
queries we are seeing to be slower.
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WHY IS GPU CRAZY FAST FOR OTHERS?

Task Level Parallelism vs Data Level Parallelism
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Data Parallelism is cooperative. It uses a more consistent amount of memory and reduces total data in memory for
operations like sort which results in less spilling.

But most of the queries are faster, they are crazy fast because we are able to achieve task
level parallelization. So, if you see here, the amount of data we are processing or the
number of parallel tasks we are running; task 1, 2, 3, 4 amount of data we have. So, the
task 1 has a very less amount of data as compared to the task 1 of GPU. So, overall
throughput in addition to the parallelization is increased in processing using the GPU

base system. Hence, we are seeing the fastness.

(Refer Slide Time: 06:23)
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WHY IS THE CLOUD NOT BETTER? ®
32% cost savings, but... SAEE
Hardware:
T4 vs A100

50% the GPUs but 20% the GPU memory and 10% the aggregate memory bandwidth
Networking (1/3 the total bandwidth)
Configuration:
1GB of pinned memory per partition instead of 2GB
Shared Nodes (Memory/Compute)
DataProc has external shuffle for stability
Data Locality

Investigating some anomalies in the traces specifically around filter
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Cloud is a bit slow because it does not have networking interconnects faster; the
collocation of the nodes are not there sometimes. It has shared nodes, data proc specially
has external shuffle for stability, data locality is missing there. So, if you are sitting in
Bangalore and if you are running cluster in US, then the data locality issue is also there.
Hence it is slower.

(Refer Slide Time: 06:51)

Some of the queries are crazy fast on networking interconnect because sparks of shuffle
are inefficient for 1/0 bound or disk for shuffle which writes a lot of data to the disk and
many times to the disk; sometimes there are hardware bottlenecks, where PCle bus is
involved as | was showing in the diagram. So, for all those scenarios, the thus UCX is

fast and slow respectively ok.
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Let us move to the Cloudera section now. So, we accelerate rapids on cloudera as well.

(Refer Slide Time: 07:36)
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Accelerating the Data Science Lifecycle .
Cloudera Data Platform powered by NVIDIA Computing

CLOUDZRA <AnVIDIA $gark’ RAPIDS

Data M Mocel [ pacopes I .
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CLOUDZRA
POWERED Y SDX Security | Governance | Lineage | Management | Automation i
e

So, where we if you see a typical data science workflow which starts with data loading,
data preparation, model training, packaging deployment, serving and monitoring. So, all
this based on cloudera data science, data platform is made available to the users and we,

at media are accelerating each part of it, if not all. ah
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So, we know that spark, the latest version of cloudera called cloudera data platform has

spark 3 enabled capability where we can enables spark 3.

(Refer Slide Time: 08:13)
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Optimized for Your Workloads

Configurations to balance cost with performance

CDP READY Al READY

NVIDIA-Certified cluster with two NVIDIA A30s GPUs per NVIDIA-Certified cluster with one NVIDIA A100 GPU per
server server

3X TCO | 6X PERF | 1.8X COST

3X TCO | 5X PERF | 1.5X COST ADVANCED Al CAPABLE

NVIDIA.

CERTIFIED/

And we can optimize for our workloads as well based on GPU acceleration. So, we have
seen that 5X performance acceleration, where we are just saving 3X of the total cost
because of the 5X acceleration. Based on the type of GPUs, it is more or less. So, if we
use A30; two A30 per node, then we see that ok it is 5X faster; if we use one A100 per
node, it is 6X faster.
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Performance : Predicting when a customer will churn
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DATA PREP : &m DATAPREP ANALYTICS TOTALETL SPEEDUP
CPUORY | 14M s me
Spark ETL Job - Running CDP Private Cloud Base GPU 5814 @76 18234
Data: Data Prep: Analytics:

Simulated Account / Plan  ETL: Spark Job federates data from Produces data cubes and other
Level Datafor 70M Telco  multiple sources into a labeled data set summary reports of the federated
Subscribers to be used for training a predictive model.  training data set.

Hardware: Identical Cluster 8x OEM servers, 2*32 core AMD CPUs, 100 GBs Cpu only vs CPU + 1 NV A100 GPU/server

So, we did some benchmarking specifically on cloudera data platform as well, where we
used identical cluster of CPU as a GPU, where we use 8 servers with 232 core AMD
CPUs and 100 GBs CPU versus the same CPU plus 1 A100 GPU per server.

So, there we saw another in our data analytics pipeline, where we had data from
customer billing, phone features, internet features, account properties, customer
demographic data and so on and so forth. We saw that where we doing data preparation
like finding out the account properties, internet features, customer billing events, phone

features, demographic data and then, doing some analytics on top of it was faster.

So, how much faster it was? So, it was around 5X faster; 4.3X faster. Now, this 3X
faster; 4.3X faster is coming from the entire pipeline on an average, where we are
combining data preparation, analytics both together. So, analytics also involve the data
science portion, where we are also doing feature engineering model training and so on

and so forth ok.
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Performance : Predicting when a customer will churn
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Data: Data Prep: Analytics:
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Subscribers to be used for training a predictive model. training data set

Hardware: Identical Cluster 8x OEM servers, 2*32 core AMD CPUs, 100 GBs Cpu only vs CPU + 1 NV A100 GPU/server

So, that is the from the theory perspective. Let us let me show you some hands on as

well.

(Refer Slide Time: 10:28)
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€ C & mdagithdio/spark

spark-rapids Qse

Overview

Getting-Started i b I ‘
The RAPIDS Accelerator for Apache Spark leverages GPUs to accelerate processing via the

Download RAPIDS libraries

Configuration
As data scientists shift from using traditional analytics to leveraging Al applications that better

o model complex market demands, traditional CPU-based processing can no longer keep up without
Supported Operators compromising either speed or cost. The growing adoption of Al in analytics has created the need
Tuning for a new framework to process data quickly and cost efficiently with GPUs.

Spark Qualifiation tool The RAPIDS Accelerator for Apache Spark combines the power of the RAPIDS cuDF library and the
Profiling tool scale of the Spark distributed computing framework. The RAPIDS Accelerator library also has a
Additional Functionality v built-in accelerated shuffle based on UCX that can be configured to leverage GPU-to-GPU

communication and RDMA capabilities.

So, first of all, I will like to show this particular website, where we have the entire details
about the spark on GPU acceleration. So, this is called spark nvidia.github.io/spark-

rapids.
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Performance & Cost Benefits

Rapids Accelerator for Apache Spark reaps the benefit of GPU performat
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infrastructure costs.
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*ETL for FannieMae Mortgage Dataset (~200GB) as shown in our demo. Costs based on Cloud T4

GPU instance market price & V100 GPU price on Databricks Standard edition
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*ETL for FannieMae Mortgage Dataset (~200GB) as shown in our demo. Costs based on Cloud T4

GPU instance market price 8& V100 GPU price on Databricks Standard edition

Ease of Use
Home
Run your existing Apa ark applications with no code change. Launch Spark with the RAPIDS
N Accelerator for Apache Spark plugin jar and enable a configuration setting

ds.sql

park.rapi

The following is an example of a phy:

Physical Plan =

ng, FamilyMesbers: int>
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e on how to get started

spark-rapids
A Unified Al framework for ETL + ML/DL

Spark 3.0

om ingest to data

Data
Sources

There you will see what kind of acceleration, we give how to use at a high level and all
the details which I will went through today. Then, it will also give ok how to configure it
On-Prem, EMR, Databricks etc etc; how to download those jars and configurate; how it
to check the compatibility, what are the operative just a put it.

(Refer Slide Time: 11:00)

spark-rapids

Download

Release v22.02.0

(Refer Slide Time: 11:06)
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spark-rapids

== General limitations

Decimal

(Refer Slide Time: 11:10)
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NPTEL

spark-rapids

Supported Operators

As | was saying that not everything is supported; decimal some limitation is there,

timestamp calendar intervals and so on so forth.
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spark-rapids

RAPIDS Accelerator for Apache Spark Tuning Guide

Number of Executors

Number of Tasks per Executor

How to tune the accelerator for spark tuning?

(Refer Slide Time: 11:21)
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spark-rapids Ty need to disabne pookng N;;L

Pinned Memory

How to set the number of executor, pooled memory, print, pinned memory; all these

details will find here.
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spark-rapids NPTEL

Mortgage Dataset

And also, if you want to do your hands on some examples of the ETL notebook, you will

find. So, one such notebook apart from this is the mortgage dataset we have.
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And another notebook is on the and just open that XGBooster.
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So, this is a simple use case, where | am comparing CPU versus GPU on using colab;
Google colab ah. So, you can find these notebooks in my github as well which is again in

public website.
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Releases

Languages

So, here the CPU versions are there and here, the GPU versions are there. So, | just use
the same notebook here and import it in colab and then, | made sure that I am allocated at
T4 GPU.

1306



(Refer Slide Time: 12:38)

@ Downiond - pakapss X | @ Gangles - gk apds X O S x () somesprt U x| 4 v 0 x ™2
&0
§
€ 3 C & clbmesmhgogeconigiubisaravieiSonk 3 G CULE XGBoost Corfypeiyeb aet 0@ S%%\}
A\ 4
) Spark 3 GPU XGBoost CovTypeipynb o
(a6 ose 8 (@) weTEL
Fle Edt View lset Runtime Tools Help
_ +Code +Tet OC Rndl CFy Comnect v/ Edting A
a Aunbetore o
veogsgn !
Q@ ividia-sai o
Run selection
w oo Moy SL16IS
| WIDIA- S 465, oA Version: 1.2 |
o | 4emeen +
| U Nase 3.4 | Volatile Uncorr. ECC |
| Fan Tesp Pert ige | GPU-Util Compute M. |
I | G R |
 (R——— T —
| o Telff Focteyresetnnime ¥l ol
| WA 4 L} s | L3 Default |
I Changepsme e | WA |
Manage sessions
| Processes: |
| ov @ a Tew g evveees - GPU Mesory |
| n D vsage |
| o running processes found |
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- 0 X

20
S

So, if you are not allocated, then you have to go to the runtime, change the runtime type
to GPU and then, ok. Again, if you do not see the nvidia-smi command giving tesla T4,
then you can do a factory reset and try to run it again and again. So, maybe 5 to 10 times
you have to do; but you will definitely get allocated one GPU for sure.

1307



(Refer Slide Time: 12:58)

. x x 0 v x| + R
Sy
¢ " et &0 L ) ES .§
rk 3 GPU X( t CovType.ipyn =
o ©) Spark 3 GPU XGBoost CovType.ipynb o O * s
File Edit View Insert Runtime Tools Help
+Code +Text & CopytoDrive Connect v /' Editing A

+ & Run below commands in google colab
# install Javag
Q

tapt-get install openjdk-6-jdk-headless -qq > /dev/null

PNV QPTG
© ¢ comnload spark3ieie

= !wget -q https://mirrors.estointernet.in/apache/spark/spark-3.2.2/spark-3.8.2-bin-hadoop3.2.tgz
[ ] !1s -1tr /content/
total 219360
-rw-r--r-- 1 root root 224619134 Feb 16 6:33 spark-3.8.2-bin-hadoop3.2.tgz
[$) drwxr-xr-x 1 root root 4096 May 6 13:44 sample_data
=]

] #unzip it

!tar -xvzf /content/spark-3.0.2-bin-hadoop3.2.tgz

Once you are allocated the GPU, you can follow the notebook. I will just magnify and
explain at a high level. So, here if you see first, | am running downloading Java8 because

it needs Java, then | am downloading spark 3.

(Refer Slide Time: 13:14)
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spark-3.9.2-bin-hadoop3.2/
spark-3.8.2-bin-hadoop3. 1ib/
spark-3.9.2-bin-hadoop3.2/R/1ib/sparkr.zip
spark-3.9.2-bin-hadoop3. 2/R/1ib/SparkR/
spark-3.8.2-bin-hadoop3.2/R/1ib/SparkR/worker/
spark-3.9.2-bin-hadoop3. 2/R/1ib/SparkR/worker/worker.R

spark-3.8.2-bin-hadoop3.2/R/1ib/SparkR/worker/daemon.R

8 spark-3.8.2-bin-hadoop3.2/R/1ib/SparkR/tests/

spark-3.9.2-bin-hadoop3 1ib/SparkR/tests/testthat/
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SPAIK=3.04 £-ULI1-1IAUUUPY 27 Py LN/ DY SPATR /W7 LES TS/ LESL_LIGIILIE_Summary . py
[ ] spark-3.0.2-bin-hadoop3.2/python/pyspark/ sts/test_stat.py

Q spark-3.8.2-bin-hadoop3.2/python/pyspark/ sts/test_pipeline.py
spark-3.8.2-bin-hadoop3.2/python/pyspark/ sts/test_persistence.py
spark-3.0.2-bin-hadoop3. 2/python/pyspark/ml/tests/test_param.py

x spark-3.8.2-bin-hadoop3. 2/python/pyspark/ sts/test_linalg.py
spark-3.8.2-bin-hadoop3.2/python/pyspark/ml/tests/test_image.py

o spark-3.0.2-bin-hadoop3. 2/python/pyspark/ml/tests/test_feature.py
spark-3.8.2-bin-hadoop3.2/python/pyspark/ml/tests/test_evaluation.py
spark-3.9.2-bin-hadoop3. 2/python/pyspark/:
spark-3.2.2-bin-hadoop3. 2/python/pyspark/
spark-3.9.2-bin-hadoop3. 2/python/pyspark/
spark-3.8.2-bin-hadoop3.2/python/pyspark/ml/tests/__init__.py
spark-3.9.2-bin-hadoop3. 2/python/pyspark/ml/tests/t
spark-3.8.2-bin-hadoop3.2/python/pyspark/al/paras/
spark-3.@.2-bin-hadoop3. 2/python/pyspark/ml/paras/shared.py

'3 spark-3.8.2-bin-hadoop3.2/python/pyspark/ml/paraa/_shared_params_code_gen.py
spark-3.8.2-bin-hadoop3. 2/python/pyspark/ ini

B spark-3.8.2-bin-hadoop3.2/python/pyspark/ml/
spark-3.8.2-bin-hadoop3.2/python/pyspark/el/1linalg/__init__.py
spark-3.9.2-bin-hadoop3. 2/python/pyspark/ml/wrapper.py

Then, | am downloading unpacking the spark 3; open source for this.
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Q # install findspark

!pip install -q findspark

[ ] isport os
(@) os.environ["JAVA_HOME"] =
os.environ[ "SPARK_HOME"]

*usr/1ib/jvm/java-8-openjdk-and64"
3.8 hadoop3. 2"

[ 1 !wget https://raw.githubusercontent.com/sauravdev/Spark_3_GPU_CPU/master/covtype_train.parquet
!wget https://raw.githubusercontent.com/sauravdev/Spark_3 GPU_CPU/master/covtype_test.parquet

--2021-05-31 17:14:42-- https://raw.githubusercontent.con/sauravdev/Spark 3 GPU CPU/master/covtype train.parquet
Resolving raw.githubusercontent.com (raw.githubusercontent.com)... 185.199.110.133, 185.199.109.133, 185.199.111.133,

<« Connecting to raw.githubusercontent.com (raw.githubusercontent.com)|185.199.110.133|:443... connected.
HTTP request sent, awaiting response... 200 OK
8 Length: 6827427 (6.5M) [application/octet-stream]

Saving to: ‘covtype_train.parquet’

- (‘,'wan,i.\‘\s

Then, I am installing some library called find spark, where which will be able to use and
you know initialize spark; setting the JAVA HOME, SPARK HOME, downloading that
data the forest cover data in parquet format, then setting up the libraries.
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O covtype_train.parqu 1004[ 6514 39.5M/s  in 0.2s rVveogPdi
Q
) 2021-05-31 17:14:42 (39.5 MB/s) - “covtype_train.parquet’ saved [6827427/6827427]
L --2021-95-31 17:14:42-- https://raw. githubusercontent. con/sauravdev/Spark 3 GPU_(PU/master/covtype test.parquet
Resolving raw.githubusercontent.con (raw.githubusercontent.con). .. 185.199.110.133, 185.199.109.133, 185.199.111.133,
=] Connecting to raw.githubusercontent.com (raw.githubusercontent.com)|185.199.110.133|:443... connected.

HTTP request sent, awaiting response... 200 OK
Length: 1591848 (1.5M) [application/octet-stream]
Saving to: ‘covtype_test.parquet’

covtype_test.parque 189X[ ] 1.5 --.-KB/s  in 0.84s

2021-05-31 17:14:43 (37.8 M8/s) - ‘covtype_test.parquet’ saved [1591048/1501048]

[ ] !wget https://search.maven.org/remotecontent>filepath=ai/rapids/cudf/@.18.1/cudf-8.18.1.jar
!wget https://search.maven.org/remotecontent?filepath=com/nvidia/xgboost4j_3.8/1.3.2-8.1.8/xgboost4]j 3.8-1.
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° Iwget https://search.maven.org/remotecontent?filepath=ai/rapids/cudf/@.18.1/cudf-8.18.1.jar
Q !wget https://search.maven.org/remotecontent?filepath=com/nvidia/xgboost4j_3.6/1.3.8-8.1.8/xgboost4j_3.8-1.3.8-8.1.8
Iwget https://search.maven.org/remotecontent?filepath=com/nvidia/xgboost4j-spark 3.8/ -2.1.9/xgboost4j-spark 3.8
!wget https://search.maven.org/renotecontent?filepath=com/nvidia/rapids-4-spark_2.12/8.4.1/rapids-4-spark_2.12-8.4.1
]

@) --2021-85-31 16:43:44-- https://search.maven.org/renotecontent >filepath=ai/rapids/cudf/8.18.1/cudf-9.18.1. jar
Resolving search.maven.org (search.maven.org)... 34.224.191.74, 34.285.218.92
m] Connecting to search.maven.org (search.saven.ong)|34.224.191.74|:443... connected.
HTTP request sent, awaiting response... 381 Moved Permanently
Location: https://repol.maven.org:443/fromsearch?filepath=ai/rapids/clidf/8.18.1/cudf-8.18.1.3ar [following]
--2021-05-31 16:43:45-- https://repol.maven.org/fromsearch?filepath=ai/rapids/cudf/@.18.1/cudf-0.18.1. jar
Resolving repol.maven.org (repol.maven.org)... 199.232.192.209, 199.232.196.209
Connecting to repol.maven.org (repol.maven.org)|199.232.192.289]:443... connected.
HTTP request sent, awaiting response... 381 Moved Permanently
Location: https://repol.maven.org/maven2/ai/rapids/cudf/@.18.1/cudf-8.18.1.jar [following]
--2021-05-31 16:4 https://repol.saven.org/maven2/ai/rapids/cudf/@.18.1/cudf-0.18.1. jar
Reusing existing connection to repol.maven.org:443.
S| HTTP reguest sent, awaiting response... 280 OK
Length: 314950295 (30@M) [application/java-archive]
Saving to: ‘remotecontent?filepath=aiX2FrapidsX2Fcudf¥2Fe.18.1%2Fcudf-@.18.1.jar’

So, we need the cuDF library, we need the RAPIDS Spark library, the jars which | was
talking about, we need the XGBoost because we are running XGBoost model for GPU.
So, all those jars will be downloaded from the respective maven repositories into the

local.
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° --2021-05-31 16:44:44-- https://repol.maven.org/fromsearch?filepath=com/nvidia/rapids-4-spark 2.12/8.4.1/rapids-4-s
Resolving repol.maven.org (repol.maven.org)... 199.232.192.209, 199.232.196.209

Q @ Cconnecting to repol.maven.org (repol.maven.org)|199.232.192.209| :443... connected.
HTTP request sent, awaiting response... 381 Moved Permanently
w Location: https://repol.maven.org/maven2/con/nvidia/rapids-4-spark 2.12/@.4.1/rapids-4-spark 2.12-.4.1.7ar [followi
--2021-05-31 16:44:45-- https://repol.=aven.org/maven2/com/nvidia/rapids-4-spark 2.12/0.4.1/rapids-4-spark 2.12-0.4
Reusing existing connection to repol.maven.org:443.
(m] HTTP request sent, awaiting response... 200 OK
Length: 9117914 (8.7M) [application/java-archive]
Saving to: ‘remotecontent2filepath=com¥2Fnvidia%2frapids-4-spark_2.12%2F8.4.1%2Frapids-4-spark_2.12-8.4.1.jar’
remotecontent?filep 100X[ ] 8.78M 3.06MB/s  in 2.8s
2021-85-31 16:44:48 (3.06 MB/s) - ‘remotecontent?filepath=com¥2Fnvidiak2Frapids-4-spark_2.12%2F0.4.1%2Frapids-4-spar;
o ’
=) [ 2fil 2Fnvidia%2Fxgt j_3.0%2F1.3.0-0.1.0%2F xghoost4]_3.8-1.3.0-0.1.8. jar xgboostdj_3.8-

!mv remotecontent?filepath=ai¥2FrapidsX2FcudfX2Fe.18.1%2F cudf-0.18.1.jar cudf-8.18.1.jar
!mv_remotecontent?filepath=con¥2Fnvidia%2Fxgboostdi-spark 3.8%2F1.3.0-8.1.8%2Fxeboost4i-spark 3.-1.3.8-8.1
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import findspark

Q findspark. init()

from pyspark.sql import SparkSession

spark = SparkSession.builder.master("local[*]").config("spark.plugins”, “com.nvidia.spark.SQLPlugin").config("spark.

=) O !Is -1tr /content/

@ total 1066180

-rw-r--r-- 1 root root 534157371 Jan 15 84:58 xgboost4j_3.8-1.3.8-0.1.0.jar

-rw-r--r-- 1 root root 479876 Jan 15 84:59 spark--maven-trees--ml--7.x--xgboost--ml.dmlc--xgboostdj-spark_2.12--m
drwxr-xr-x 13 1008 1000 4096 Feb 16 86:32 spark-3.0.2-bin-hadoop3.2

-ru-r--r-- 1 root root 224619134 Feb 16 86:33 spark-3.9.2-bin-hadoop3.2.tgz
-rw-r--r-- 1 root root 314950295 Mar 16 83:23 cudf-8.18.1.jar

[$] -rW-r--r-- 1 root root 9117914 Mar 23 11:07 rapids-4-spark_2.12-0.4.1.jar
drwxr-xr-x 1 root root 4096 May 6 13:44 sample_data

=] -rW-r--r-- 1 root root 6827427 May 31 16:43 covtype_train.parquet
-rw-r--r-- 1 root root 1591048 May 31 16:43 covtype_test.parquet
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1.UAZIXGO00ST4] 3.0~ 1. 3.6+, 1.0, Jar XgO0OST4]_3. 0~

iii

18V TeMOTeCONTent  T11epatn=Coms2r V101352 XBO00STA] 3. UAL L, 3.0
° !av remotecontent?filepath=ai¥2Frapids¥2Fcudf¥2Fa. 18. 1X2F cu
Q !mv remotecontent?filepath=com¥2FnvidiaX%2Fxgboost4j-spark_3
!mv remotecontent?filepath=comX2Fnvidia%2Frapids-4-spark_2.

1.jar
2%2Fxgboost4j-spark_3.6-1.3.8-8.1.0.jar xg
apids-4-spark_2.12-8.4.1. jar rapids-4-spark

]
[ ] !mv xgboostdj-spark_3.8-1.3.8-8.1.8.jar spark--maven-trees--ml--7.x--xgboost--ml.dmlc--xgboostdj-spark 2. ml.dmlc
(=]
[ ] os.environ['PYSPARK_SUBMIT_ARGS'] = '--jars /content, -8.18.1.3ar, /content/xgboost4j_3.8-1.3.8-8.1.8.3ar, /content
° import findspark
findspark.init()
from pyspark.sql import SparkSession
& spark = SparkSession.builder.master("local[*]").config("spark.plugins®, “com.nvidia.spark.SQLPlugin").config("spark.
8

[ ] !1s -1tr /content/

And then, we can move it to the respective location.
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N

1BV MeMOTeCONTeNT T11epatn=ComsZrNVIN1aALIXBO00STA]_S
Imv remotecontent?filepath=ai¥2Frapids¥2Fcudf¥2Fe.18 18.1.ar cudf-.18.1.jar
Q !mv remotecontent?filepath=com¥2Fnvidia%2Fxgboost4j-spark_3.eX2F1. 9.1.0%2Fxgboost4j-spark_3.8-1.3. .8.jar xg
!mv remotecontent?filepath=con¥2Fnvidia%2Frapids-4-spark_2.12%2F0.4.1%2Frapids-4-spark_2.12-8.4.1.jar rapids-4-spark

[ 1 !mv xgboostdj-spark_3.8-1.3.8-8.1.8.jar spark--maven-trees--ml--7.x--xgboost--ml.dmlc--xgboostdj-spark_2.12--ml.dmlc
= LN W |
/rapids-4-spark_2.12-8.4.1.jar pyspark-shell

° -xgboost4j-spark_2.12--sl.dmlc_ xgboost4j-spark_2.12_1.8.8.jar,/content

" + Code ™ + Text
[ 1 import findspark
findspark.init()
from pyspark.sql import SparkSession
spark = SparkSession,builder.master("local[*]").config("spark.plugins”, “com.nvidia.spark.SQLPlugin").config("spark.

[ ] !1s -1tr /content/

YN o8

And then, set up the form like set up the jars in the PYSPARK shell. So, that we are able

to execute spark code now.
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TN Nl
aQ ©  os.environ['PYSPARK_SUBAIT_ARGS'] = '--jars /content/cudf-8.18.1. ‘ncntmsxgmos:q;.a-x.,.v-.....v.a,.vh.m!.m.\
@ ° import findspark
findspark. init()
from pyspark.sql import SparkSession
(=] spark = SparkSession.builder.master("local[*]").config("spark.plugins”, “com.nvidia.spark.SQLPlugin").config("spark.
[ 1 !1s -1tr /content/
total 1066180
-rw-r--r-- 1 root root 534157371 Jan 15 84:58 xgboost4j_3.0-1.3.8-0.1.9.jar
o -rw-r--r-- 1 root root 479876 Jan 15 84:59 spark--maven-trees--ml--7.x--xgboost--nl.dnlc--xgboostd;-spark_2.12--m
drwxr-xr-x 13 1008 1009 4096 Feb 16 86:32 spark-3.9.2-bin-hadoop3.2
=] -rW-r--r-- 1 root root 224619134 Feb 16 86:33 spark-3.8.2-bin-hadoop3.2.tgz

-rW-r--r-- 1 root root 314950295 Mar 16 83:23 cudf-0.18.1.jar
-rw-r--r-- 1 root root 9117914 Mar 23 11:07 rapids-4-spark_2.12-8.4.1.3ar

So, we can configure the local; that means, it will use the only one node cluster.
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k.pluging®; “con nvidia.spark.SQLPlugin") . config("spark. rapids.menory. gpu. pooling. enabled”, False).getOrCreate()

O @ !Is -ltr /content/

) total 1066180
-rw-r--r-- 1 root root 534157371 Jan 15 @4:58 xgboost4j_3.8-1.3.8-0.1.8.jar
-rw-r--r-- 1 root root 479876 Jan 15 84:59 spark--maven-trees--ml--7.x--xgboost--ml.dnlc--xgboost4;-spark_2.12--m
drwxr-xr-x 13 1000 1009 4896 Feb 16 86:32 spark-3.8.2-bin-hadoop3.2
-rw-r--r-- 1 root root 224619134 Feb 16 86:33 spark-3.8.2-bin-hadoop3.2.tgz
-r-r--r-- 1 root root 314950295 Mar 16 ©3:23 cudf-8.18.1.jar
-rw-r--r-- 1 root root 9117914 Mar 23 11:87 rapids-4-spark_2.12-0.4.1.jar
drwxr-xr-x 1 root root 4096 May 6 13:44 sample_data
-- 1 root root 6827427 May 31 16:43 covtype_train.parquet
1 root root 159104 May 31 16:43 covtype_test.parquet

This is the configuration for enabling the spark rapid GPU plugin and we do not want

GPU pooling because we only have single GPU of now. So, | am disabled
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Q
[ ] spark.sparkContext.addPyFile("/co spark--maven-trees- -m. x--xgboost--ml.dmlc--xgboostdj-spark 2.12--ml.dmlc_
@ spark. sparkContext.addPyFile( ' /content/rapids-4-spark_2.12-8.4.1.3ar")
x
(=] [ ] isport pyarrow.parquet as pq
pq.read_table('covtype_train.parquet’)
pq_file=pq.read_table('covtype_train.parquet')
° reader = spark.read
¢ [ 1 from ml.dmlc.xgboost4].scala.spark import XGBoostClassificationModel, XGBoostClassifier
’ from ml.dmlc.xgboostdj.scala.spark import XGBoostRegressionModel, XGBoostRegressor
=]

1mport numpy as np
import pandas as pd

Then, we can add all the machine learning XGBoost jars reading the data; creating data

spark data frame; training and testing data.
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import pandas as pd
[ 1 from pyspark.sql.types import FloatType, IntegerType, Structfield, StructType

x label="target"
features = [ x for x in pq_file.column_names if x != label ]

(m]
° train_data = reades t('parquet’).load( ‘covtype_train.parquet”)

test_data = reader.f ('parquet").load('c e_test.parquet’)

train_data. show()

T . T T T .
o |Elevation|Aspect |Slope|Horizontal_Distance_To_Hydrology|Vertical Distance_To_Hydrology|Horizontal Distance_To_Roadwa:

e — - C P
B | 3381.8] e.0| 18.9] 187.8| 4201

| 3039.0] 291.0] 12.0] 87.0| 618

3318.8| 353.e| 21.0|
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stance_To_Hydrology|Vertical_Distance_To_Hydrology|Horizontal Distance_To_Roadwa

Q 81,0 e.0 18.0] a97.0| 187.0| s01
3039.0] 291.0] 12.8 361.0 87.9| 618

W | 33:8.0] 353.0] 21.9] 382.0 84.8| 4518
2823.0] 67.0] 13.0 170.0| 54.0 514

311.0] 16.0] 19.9] 358.0 36.9| 3254

D | 297.0] 129.0] 9.0 a.0| 0.0| 2400
3385.0| 282.0| 8.9 899.0| 179.9| 1092

3065.0] 0.0 4.0| 22.0| 10.9] 3298

3209.0] 157.0| 7.8 389.0| 4.0| ses7

| 3ees.e| 151.0] 18.0| 90.0| 3.0| 3458

| 2898.0] 124.0] 5.0 335.0| 65.0| 2089

20250 5.0| 28.0] 150.0| 58.0] m

3153.0| 30.0] 12.9] 216.0| 9.0| 72

3264.0| 113.0| 7.9 210.0| 31.0| 1958

@ 2985.8| 320.0] 1.9 120.0| 4.0 3837
| 313.0] 301.0] 21.0] 22.0| 85.9| 210

8 | 2981.0] 145.0] 14.9] 28.0| 56.9| 2188

3302.0| 144.0| 16.8| 417.8| 16.0| B 1484
| 331.01 3901

NN ]

So, this is the data frame forest tree cover. So, where we have elevation, aspects, slope,
horizontal distance, to hydrology, vertical distance, horizontal distance, to roadways and

so on and so forth.
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(=]
*lambda_": 1
‘subsample’:
*numRound "
*numiorker:
‘verbosity': 2
o }
=] classifier = XGBoostClassifier(**params).setLabelCol(1abel).setFeaturesCols(features)

So, we are using this data.
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[ Fxtime
Q nodel=classifier.fit(train_data)

CPU times: user 138 ms, sys: 36.7 ms, total: 174 ms

i
Wall time: 15.1s

- ° result=model.transforn(test_data)
from pyspark.ml.evaluation import MulticlassClassificationEvaluator
# Make predictions
predictions = model.transform(test_data)
# Select (predict true label) and compute test error
evaluator = lassificationEva
'3 1abelCo. g predictionCol="prediction", metricName="accuracy")
accuracy = evaluator.evaluate(predictions)
@ accuracy

0.36482160375897144

Passing the parameters, classifier, setting the label, feature columns, classifier.fit train

the data and then, making the predictions.

(Refer Slide Time: 15:23)

) Spark 3 GPU XGBoost CovType.ipynb

File Edit View Insert Runtime Tools Help

(

+ Code  + Text & Copyto Drive Connect ~ /' Edit A

8.3648216375897144 RACE TN
[ ] spark.stop()
!python --version

Python 3.7.9

©  mnstall wapios
!git clone https://github.com/rapidsai/rapidsai-csp-utils.git
!bash rapidsai-csp-utils/colab/rapids-colab.sh stable

import sys, os, shutil

sys.path.append( ' /usr/local/1ib/pyt
os.environ[ 'NUMBAPRO NWWM'] = '/usr,

Ah Selecting the and computing the test error; so, here we are using the ml library
basically multi classed evaluation for understanding the accuracy, though the accuracy is

bad; but definitely, it will help you to understand the flow at least.
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rt sys, os, shutil

Q
sys.path.append( ' /usr/
{x} os.environ[ ' NUMBAPRO_N!
os.environ[ 'NUMBAPRO_LIBDI
=) os.environ[ "CONDA_PREFIX"
for so in ['cudf’, ‘ram’, ‘nccl’, ‘cuml®, 'cugraph', ‘xgboost’, 'cuspatial’]:
fn = 'lib'+s0+'.50"
source_fn = * al/l1ib/"+fn
dest_fn +n
if os.path.exists(source_fn):
print(f'Copying {source_fn} to {dest_fn}')
shutil.copyfile(source_fn, dest_fn)
= # fix for BlazingsQL import issue
portError version "GLIBCXX_3.4.26" not found (required by /usr/local/
=] if not os.path.

os.makedirs("

-0

az% »0@

4

ittty
easpas”

)

> & colabressarchgooge.om

o ) Spark 3 GPU XGBoost CovType.ipynb © swe @ @ NPTEL
File Edit View Insert Runtime Tools Help

+ Code + Text & Copyto Drive Connect / Editing A

Q
5 .
- pycosat==0.6.3=py37h27cfd23_8
- pycparser==2.20=py_2
(=] -
Y0
.15.87=py37n7b6447¢_1
1=py37he6a43e8_1
18634388_0
o .33.8=h62c200e_0

hbc83e47_0
1.0=pyhd3eb108_0

So, the same thing, we are doing for CPU versus GPU and we are finding ok for CPU

versus GPU training and testing data, converting from pandas to GPU format, running by
XGB format.
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x_df_train = pd.read_parquet('covtype_train.parquet’, engine='pyarrow')
X_train = x_df_train.loc[:, x_df_train.coluens != 'target']

y_train = x_df_train["target"]

x_df_test = pd.read_parquet('covtype_test.parquet’, engine='pyarrow')
X_test = x_df _test.loc[:, x_df test.columns != ‘target’]

y_test = x_df_test["target"]

isport cudf

X_train_gpu = cudf.from_pandas(X_train)
y_train_gpu = cudf.from_pandas(y_train)

X_test_gpu = cudf.from_pandas(X_test)
y_test_gpu = cudf.from_pandas(y_test)

(Refer Slide Time: 16:01)
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maxDepth= 6,
growPolicy= 'depthwise’,
lambda_= 1.8,
subsample= 1.9,
numRound= 1868,
numWorkers= 1,
verbosity= 2)

model.fit(X_train, y_train)

[17:15:0@] INFO: /opt/conda/envs/rapids/conda-bld/xgboost_1619920798773/work/src/tree/updater_prune
[17:15:00) INFO: /opt/conda/envs/rapids/conda-bld/xgboost_1619820798773/work/src/tree/updater_prune
[17:15:81] INFO: /opt/conda/envs/rapids/conda-bld/xgboost_1619920798773/work/src/tree/updater_prune
[17:15:01] INFO: /opt/conda/envs/rapids/conda-bld/xgboost_1619820798773/work/src/tree/updater_prune
[17:15:82] INFO: /opt/conda/envs/rapids/conda-bld/xgboost_1619820798773/work/src/tree/updater_prune
[17:15:03] INFO: /opt/conda/envs/rapids/conda-bld/xghoost_1619920798773/work/src/tree/updater_prune
[17:15:83] WARNING: /opt/conda/envs/rapids/conda-bld/xgboost_1619820798773/work/src/learner.cc:1095
[17:15:03] INFO: /opt/conda/envs/rapids/conda-bld/xgboost_1619920798773/work/src/tree/updater_prune
[17:15:04] INFO: /opt/conda/envs/rapids/conda-bld/xgboost_1619920798773/work/src/tree/updater_prune
[17:15:05] INFO: /opt/conda/envs/rapids/conda-bld/xgboost_1619820798773/work/src/tree/updater_prune
[17:15:05] INFO: /opt/conda/envs/rapids/conda-bld/xgboost_1619920798773/work/src/tree/updater_prune

So, we are comparing against a normal cudf as well.
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File Edit View Insert Runtime Tools Help

+ Code + Text & Copy to Drive Connect ~
[17:15: : Jopt/conda/envs/rapids/conda-bld/xgboost_1619820798773/work/src/tree/updater_prune.
[17:15: : Jopt/conda/envs/rapids/conda-bld/xgboost_1619020798773/work/src/tree/updater_prune..

Q : Jopt/conda/envs/rapids/conda-bld/xgboost_1619928798773/work/src/tree/updater_prune.
: /opt/conda/envs/rapids/conda-bld/xgboost_1619020798773/work/src/tree/updater_prune..
: [opt/conda/envs/rapids/conda-bld/xgboost_1619920798773/work/src/tree/updater_prune.
L : /opt/conda/envs/rapids/conda-bld/xgboost_1619920798773/work/src/tree/updater_prune..
: /opt/conda/envs/rapids/conda-bld/xgboost_1619920798773/work/src/tree/updater_prune..
(m] : /opt/conda/envs/rapids/conda-bld/xgboost_1619920798773/work/src/tree/updater_prune.
: [opt/conda/envs/rapids/conda-bld/xgboost_1619920798773/work/src/tree/updater_prune.
: /opt/conda/envs/rapids/conda-bld/xgboost_1619020798773/work/src/tree/updater_prune.
° sk_pred = model.predict(X_test)
sk_pred = np.round(sk_pred)
& sk_acc = round(accuracy_score(y_test, sk_pred), 2)
o print("X68 accuracy using Sklearn:*, sk_acc*1ed, 'X')
B ;} Jusr/local/1ib/python3.7/site-packages/xgboost/data.py:114: UserWarning: Use subset (sliced data) of np.ndarray is no
"because it will generate extra copies and increase " +
= XGB accuracy using Sklearn: 81.0 %

So, cuDF might have heard about that this alternative to pandas on GPU. So, even spark

gets faster than cuDF.
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Q ° params.update(parans)

c1f = xgb.train(params, dtrain)

[17:22:13] WARNING: /opt/conda/envs/rapids/conda-bld/xgboost_1619820798773/work/include/xgboost/generic_parameters.h:
(m] n_gpus:
Deprecated. Single process multi-GPU training is no longer supported.
Please switch to distributed training with one process per GPU.
This can be done using Dask or Spark. See documentation for details.
[17:22:13] WARNING: /opt/conda/envs/rapids/conda-bld/xgboost_16198206798773/work/src/learner.cc:573:
Parameters: { "growPolicy", "lambda_", “maxDepth, "missing®, "numRound", "nusmWorkers®, "treeMethod” } might not be u

This may not be accurate due to some parameters are only used in language bindings but
passed down to XGBoost core. Or some parameters are not used but slip through this
13 verification. Please open an issue if you find above cases.

[17:22:15] INFO: /opt/conda/envs/rapids/conda-bld/xgboost_1619820798773/work/src/tree/updater_prune.cc:101: tree prun
= [17:22:16] INFO: /opt/conda/envs/rapids/conda-bld/xgboost_16198208798773/work/src/tree/updater_prune.cc:101: 0' ’

So, this is a simple classification kind of data set. ah
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Though you can find more and more examples, where the FannieMae Mortgage Dataset,

which | was talking about you can keep that as well here.

(Refer Slide Time: 16:31)

Pull requests Issues  Marketplace  Explore

Spark_3_CPU_Data_Engg_mortgage.ipy
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//apache.osuos].org/spark/spark-3.8.1/spark-3.8.1-bin-hadoop3. 2. tgz

Itar xf spark-3.0.1-bin-hadoop3.2.tgz

pip install -q findspark

lwget http://rapidsai-data.s3-website.us-east-2.amazonaws.com/notebook-mortgage-data/mortgage_2000.tgz

nkdir tables, C
Imkdir tables/mortgage_parquet_gpu/output

tar xfvz mortgage_2000.tgz --directory tables/sortgage

-2020-12-23 16:11:12--  http://rapidsai-data.s3-website.us-east-2, anazonans. con/notebook-nortgage-data/nortgag:

00.tg
Resolving rapidsai-data.s3-website.us-east-2.amazonaws. com (rapidsai-data.s3-website.us-east-2.anazonaws.con

2.219.80.92

HOBAO@=4a0R %0

So, if I can go through; so, here if you see the fanniemae mortgage data set, the

installation part is exactly the same; just that the data download is different.

(Refer Slide Time: 16:45)
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Iuget http://rapidsai-data.s3-website.us-east-2. anazonaws. con/notebook-nortgage-data/mortgage_2000.tgz

Inkdir -p tables/mortgage
nkdir -p tables/mortgage_parquet_gpu/perf
Inkdir tables/nortgage_parquet_gpu/acq

Inkdir tables/mortgage parquet_gpu/output

tar xfvz mortgage_2000.tgz --directory tables/mortgage

- http://rapidsai-data.s3-website.us-east-2 s .com/notebook-nortgage-data/mortgage_2

ing rapidsai-data.s3-website.us-east-2.amazonaws.com (rapidsai-data.s3-website.us-east-2.amazo
92

i-data.s3-website.us-east-2.amazonaws.com

g to rapidsai-data.s3-website.us-east-2.amazonaus.con
2:80... connected.

ting response... 208 0K

ion/x-compressed-tar]

rtgage_2000.tg2’

mortgage_2000.tgz  108%[= =>] 448.764 97.148/s  in 4.6s

2026-12-23 16:11:17 (97.1 MB/s) - ‘mortgage_2000.tgz’ saved [470557209/470557209]

Because you are downloading a new data set of mortgage data of 200 GB csv.
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acq/Acquisition_2000Q4. txt

acq/Acquisition_2000Q3. txt
acq/Acquisition_2000Q2. txt
acq/Acquisition_2000Q1. txt
perf/Performan
perf/Performance_2000Q
perf/Perfornance_200¢
perf/Performance_2000Q1. txt

|
o

=
3
3
m

import findspark
findspark. init(
from pyspark.sql import Sparksession

spark = Sparksession.builder.master .getOrCreate

import time

from pyspark import broadcast

from pyspark.sql import SparkSession
from pyspark.sql.functions import *
from pyspark.sql.types import *

def _get_quarter_fron_csv_file_nane(
return substring_i

lex(substring_index(input_file_name(), '.', 1), ) -1

_csv_perf_schema

tructType([

Then, we are reading the data. ah
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inport findspark

findspark. init(

from pyspark.sql import SparkSession

spark = Sparksession.builder.master("local[*]").getOrCreate

inport time

from pyspark import broadcast

from pyspark.sql import SparkSession
from pyspark.sql.functions import *
from pyspark.sql.types import *

def _get_quarter_fron_csv_file_nane
return substring_i

jex(substring_index(input_file_name(), '

_csv_perf_schena

tructType([
id', LongType()),

iod", StringType()),

icer’, StringType()),

', DoubleType()),
pb’, DoubleType()),
DoubleType()),
DoubleType()),

*, StringType
, DoubleType()),

, IntegerType()),

AN N NN ]
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x 0 . « 0 x4 3 % &

ert = read_pert_csv(spark, orig_pert_patn
of 96).write.parquet(tup_perf path, mode='overwrite

spark, perf, acq
output_path, mode='overwrite

EomMeONE=CuORYAOS

Then, it is converting that parquet into read csv and converting to parquet.

(Refer Slide Time: 17:15)

def _create_acquisition
aneMapping = spark

Then, reading the parquet and running this notebook function called run mortgage, which
is basically running the two more functions called create of delinquency and create
acquisition. So, create perf delinquency is one where we do the maximum
transformation, where you can see we have case one statements, we have group by

aggregates, where we have max, min, select, joint joining of data frames.
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.load(path
.withColumn('quarter’, _get quarter_from_csv_file_name

'
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def _parse_dates(perf’
return perf \

withCol

withColumn

withC

", to_date(col{'sonthl
nth’, month(col('mo
ar', year(col('s

-withColumn(' , dayofmonth(col

withColuan: & , to_date(col("las )\
.withColumn(' _date(col <

.withColumn(" , to_date(col(

~withcolumn("
withColunn:

, to_date(col('mat X
e_date’, to_date(col

(Refer Slide Time: 17:29)

x o x . x| () wan x 0 x + = 0 X S
§i%
v B¢t %0 §3§
col e s % K i
<ol ), NPTEL

<ol

when(
when (col.
when(

joinedof = perf \
withcol

mnRenaned "
.withColunnRenaned
.withColunnRenaned( "
.withColunnRenaned
.withColumnRenaned
.select("quarte
-join(aggdF, [

hm.
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.withColumn("month y", explode (array(montharray)
.select

.groupsy/

.agg(max .alias("upb_12")) \
«withColumn * lit(months)
.selectexpr('*'

«withColumn|

.withColumn "d
.drop("tim

return perf.withColumnRenaned( s

And then, with column exploding selecting and so on and so forth.
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return perf.withColumnRenaned( *ronthl

.withColunnRenaned

_name_napping
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def run_nortgage(spark, perf, acq
parsed_perf = _parse_dates (perf

= _create_perf_deliquency(spark, parsed_perf
q = _create_acquisition(spark, acq
eturn perf_deligency.join(cleaned_acq, ["loan_id",

r*).drop("quarter”

And then, we have creating acquisition a function, where we have creating data frame,
joining the data frame, dropping, adding more columns. So, you might have if you even
do not know spark, it is very similar to what you can do with pandas or similar tools. So,

it is a data frame based processing, a logic which you definitely might know about.

(Refer Slide Time: 18:13)

start = time.tine

perf = read_pe:
perf. coalesce(3
end = tine.tine

print(end - start

286.169

3825684

start = time. tine
spark.conf.set(

So, here also you can see that there is a performance improvement for sure. So, here if

you see we are running in 1082 seconds. Ah. So, if | compare it with GPU, so this was
the CPU part, where we are taking 1082 seconds.
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sv(spark, orig_pert_path
e.parquet(tmp_perf path, modes'overwrite

BOoORANB=0u0Rr VRO S

But the GPU the same thing on the GPU will just run in 513 seconds. So, you will see
that ok you are even gaining 2x on the Google colab environment which is free to use as
well. Because it does not have that great GPU, it is a very cheap GPU called T4. So, you
will just see 2 to 2.5x acceleration. But if you use better GPUs like A30, A100, then

definitely you will find more and more acceleration.
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