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Lecture - 51
Web visualizations to GPU accelerated crossfiltering part 2
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So, this is the Jupyter Lab Environment, where you can do the hands on and here mainly
we will be focusing on visualization today and then NVtabular. So, let us go inside this.
So, in the visualization you see that already some notebooks are there. So, for example, |

will go one of the notebooks.
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C Fle Edt View Run Kemel Tabs Settings Help

™ B ¢t C 2 Launcher X | & graphsipynb . %
B+ X000 » = C » Makdonv B #§  Python 3 (ipykemel) @

0 w/wite % I Starting the dashboard

1. dshow{ current_notebook_urtcurrent_notebook_port) remote dashboard
2. dapp() inline within the notebook cell

Incase you need to stop the server:

o dstop!
3hours ago # d.show
ot A e e
A auto_acc 2days ago
Export the queried data into a dataframe
N Mortgag aminute ago
R NYC taxi Arnioutes 330 queried_df = d.export()
¥ ReADME 2days ago

Mode:Command @  Ln1,Col1

Complete!

Simple 0 B 5 @ Python3 (ipykemel) | Busy

So, for this particular chart we do not need any API key. So, this should work ok.
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We can see some chart here. So, let me try to show you in full screen, yeah. So, this is
how it looks the data point selected, then the graph this is a simple bar chart which is

being plotted. So, just ignore this one we do not need to see the preview.
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Define charts

So, just try to show what we did here.
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~ Fle Edt View Run Kemel Tabs Settings Help -3 =

t C @ Launcher X ® y []

B+ XD0O» e C» Mrkdonv B &  Python 3 (ipykemel) @
o W/ cudilter " &
Neme 4 LstModiied Graph Examples - Protein Interaction

=
3
3
m
L

= moege 2o dataset(minimized)
W data 3 minutes ago

g modaa 3hours ago
- i SN Import cuxfilter

2 hours ago inport cuxfilter

an hour ago inport cudf
import cugraph

« R 1 Extract hours ago
* Extract 2 hours ag: import numpy as np, pandas as pd
W 2 Transfo 3hours ago
TERATIONS=500
+ I 3 dashbo. an hourago T.Nm_iues -
W aut 2days ago OPTIMIZE=True
« B graphsip. 2 days ago
R Mort: 2 minutes ago 1
B Morgag s o Load required datasets
W NYC i Sminutes ago -
Simple 0 B 5 @ Python3 (ipykemel) | Busy Complete! Mode:Command @ Ln1,Col 1
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< Fle Edt Vew Run Kemel Tabs Settings Help > 4
NPTEL
™ &t C [ Launcher X @ graphsipynb X
a B+XDODO»=Cc»cde v B #  Python 3 (ipykemel) O
0 wwin % Load required datasets &
Neme ~ ~ Last Modified
- : edges = cudf.read_csv(
W categories 2hours ago iidess

W data 3 minutes ago nodes.C
i/ W ndata 3 hours ago
W pdata 3 hours ago nodes.head()

2hours ago

an hour ago

0 -1165280518 -1038490137
2hours ago
1 495290649

A 2 Transfo 3 hours ago
+ [ 3.dashbo an hour ago 2 -7
W auto_acci 2days ago 3 702343262 -
[N Mortgag. 3 minutes ago
A NYC_tani.. S minutesago adosc head(\
Simple 0 [ 5 @ Python3(ipykemel) | Idle Complete! Mode:Edt © n2,Colst §

So, it is a protein interaction dataset which is the basically biological data, we have
graphical format of data where we have edges, source, destination, edge color and then X,
y symbol color as nodes.
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< Fle Edt Vew Run Kemel Tabs Settings Help ~
NPTEL
™ - Bt C @ Launcher X graphsipynb X
B+XO0»ucw»coxe vB &  Python 3 (ipykemel) O
0 0 165280518 038490137 2398 0 s
W/ cudilter w
1 495250649 -10009%9121 17758 0
Name Last Modified
-] > 2 TATIMS TMGATSS 270 O
I categories 2 hours ago
. Y 3 7034262 1049620215 489 0
W data 3 minutes ago

11914 -1030567676 503 0

3 hours ago 4
3 hours ago
2 hours ago edges.head()

an hourago Siiialion

2hours ago

54
N 2 Transfo 3 hours ago
+ I 3_dashbo. an hour ago »
{ auto_acci 2days ago 2 7R
:
[N Mortgag 3 minutes ago 4
[ NYC_taxi_ Sminutesago «

Mode:Edt @ Ln2, Col 51

Simple 0[5 © Python3(ipykemel) | Idie Complete!

So, this is the dataset we have in hand.
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—_— NPTEL
™ - B t C  Launcher X @ graphsipynb X %
B+ X000 » ®C » Coe v B & Python 3 (ipykemel) O
Q 7
0 o wie B preprocess the data %
Name — + Last Modified edges. colums=["source”, “destination”, "color']
w .
W categories 2 hours ago

ugraph.Graph()
:_edgelist(edges)

3 minutes ago

on_cu
3 hours ago
nodes_ = cugraph. layout. force_atlas2(6, max_iter=5e@,
strong_gravity_mode=False,
2 hours ago outbound_attraction_distribution=True,
1in_log_mode=False,
barnes_hut_optimize=OPTIMIZE, barnes_hut_theta=THETA, verbose=Tri
2 hours ago 5

3hours ago

an hour ago

A 2 Transfo. 3 hours ago iteration: 1, speed: 1.5, speed_efficiency: 1.3, jt: 10, swinging: 9.7319%e:12,
traction: 4.866e+12

+ W 3_dashbo. an hour ago
9 iteration: 2, speed: 2.25, speed_efficiency: 1.69, jt: 10, swinging: 8.19562e+1

I auto_acc 2daysago 2, traction: 6.31386e+12
¥ graphsip. e iteration: 3, speed: 3.375, speed_efficiency: 2.197, jt: 10, swinging: 2.16e+12,
traction: 1.97616e+12
A Mortgag 3 minutes ago iteration: 4, speed: 5.8625, speed_efficiency: 2.8561, jt: 10, swinging:
A NYC_taxi_ S minutes ago e+ll, traction: 8.89275e+11

Simple N B Complete! Mode:Edt @ L2 Col51

Python 3 (jpykemel) | idie

Then we pre process the data using cugraph, we do some basic processing of the data.
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B+XO0O»wcw»coe vB & Python 3 (ipykemel) O
97e+1@, traction: 2.81846e+11 i
o W/ cuditer % iteration: 19, speed: 57.665, speed_efficiency: 13.7858, jt: 19, swinging: 3.929 &

97e+18, traction: 2.41977e+11
iteration: 11, speed: 86.4976, speed_efficiency: 17.9216, jt: 10, swinging: 3.67
W categories 2hours ago 5636410, traction: 2.15848e+11
iteration: 12, speed: 129.746, speed_efficiency: 23.2981, jt: 10, swinging: 5.01
764e+10, traction: 1.83284e+11
5§ mndata 3 hours ago iteration: 13, speed: 194.62, speed_efficiency: 30.2675, jt: 10, swinging: 2.857
66e+10, traction: 1.46148e+11
iteration: 14, speed: 291,929, speed_efficiency: 39.3738, jt: 10, swinging: 2.76
- [ 01-Down 2 hours ago 6520410, traction: 1.19861e+11
5 iteration: 15, speed: 437.894, speed efficiency: 51.1859, jt: 10, swinging: 2.17
776418, traction: 9.6829%+10
iteration: 16, spaed: 656.841, speed_efficiency: 66.5417, jt: 10, swinging: 1.98

Name & Last Modified

m 3 minutes ago

W pdata 3 hours ago

an hour ago

R 2 Transfo 466e+10, traction: 7.82329e+10
i iteration: 17, speed: 985.261, speed_efficiency: 86.5042, jt: 10, swinging: 1.69
+ 18 3 _dashbo. an hour ago 276410, traction: 6.29513e+10

iteration: 18, speed: 1477.89, speed_efficiency: 112.455, jt: 10, swinging: 1.59
846e+10, traction: 5.10106e+10

iteration: 19, speed: 2216.84, speed_efficiency: 112.455, jt: 10, swinging: 1.52
I Mortgag 3 minutes ago 533e+10, traction: 4.2157%+10

iteration: 20, speed: 2437.53, speed_efficiency: 112,455, jt: 10, swinging:

R NYC_taxi_ Sminutesago

Simple 0 [ 5 @ Python3(ipykemel) | Idle Mode:Edit @ Ln2 Col51

Complete!
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@ B+XO0O»wcw»coee vB # Python 3 (ipykemel) O
0 e . nodes_1 = nodes_.merge(nodes, left_ons'vertex', right_ons'Sy -]
Name Last Modified
~ W categories 2 hours ago )
W data 3 minutes ago x
I W ndata 3 hours ago 0 4169
W pdata 3 hours ago
1 4693502441
01-Down 2hours ago

2 5155960449

N an hour ago
* « [ 1 Edract 2 hours ago 31068
[N 2 Transfo 3 hours ago 4 B4
+ 1 3_dashbo. an hour ago
W auto_aci 2days ago Define charts
« B graphsip. seconds
I Mortgag 3 minutes ago cux_df = cuxfilter.DataFrame.load_graph((nodes_1, edges))
A NYC_taxi.. 5 minutesago -

Simple 0 [ 5 ® Python3(ipykemel) | Idle Complete! Mode:Command @  Ln2, Col 51

L/ i

And then after doing all the processing. So, it is not necessary that you use cugraph. So,
it is just one of the examples, where cugraph is used. You can use normal cuDF or
DASK to do that, then after processing we have this format x, y, symbol and color.
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Define charts

cux_df = cuxfilter.Datafrane. load_graph((nodes_1, edges))

charte =

chartl = cuxfilter.charts.bar(x='C

cuxfilter.charts.graph(edge_target="destin

*,edge_color_p:
node_ ¥MBOL', timeouts:
node_aggregate_col="Col
edge_render_type="direct’,,
edge_transparency=2.5

)

or', data_points=18)

Create a dashboard object

Complete!

cux_df .dashboard([charte, chart1], layoutscuxfilter.layouts.double_featur

Mode: Command @

Ln 2 Col 51

alette=['g
200, edge i

', node_aggt

§  Python 3 (ipykemel) O
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Name -
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W data
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2 hours ago
4 minutes ago
3hoursago
3hours ago
2 hours ago
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Code
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Define charts

cux_df = cuxfilter.DataFrame.load_graph((nodes_1, edges))

.graph(edge_target="dest

ination',edge_color_palette=['gray’, 'black'],
node_id="SYMBOL', timeout=202, edge_aggregate_col="color’,
node_aggregate_col="Co
edge_render_type='di

edge_transparency=6.5

', data_points=19)

Create a dashboard object

cux_df.dashboard([charte, chart1], layoutscuxfilter.layouts.double_featungh

Python 3 (ipykemel) O
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Simple Mode:Edit @  Ln1,Col1

0 [ 5 ® Python3(ipykemel) | Idle Complete!

So, using that we plot a data using graph chart, destination is the edge target, edge color
is grey, black node id SYMBOL.
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= cux_df.dashboard([charte, chart1], layout=cuxfilter.layouts.double_feature) -]

fopt/conda/envs/rapids/1ib/python3.8/site-packages/cudf/core/dataframe. py:3025:
FutureWarning: The as_gpu_matrix method will be removed in a future cubF releas
e. Consider using "to_cupy’ instead.

warnings.uarn(
fopt/conda/envs/rapids/1ib/python3.8/site-packages/cudf/core/series.py:1709: Fut
urekiarning: The to_array method will be removed in a future cuDF release. Consid
er using “to_numpy” instead.

warnings.uarn(

« I 3_dashbo. an hour ago
A auto_2co 2daysago Starting the dashboard

« B graphsip... aminute ago
A Mortgag. 3 minutes ago 1. dshow('current_notebook_urkcurrent_notebook_port') remote dashboard
W NYC_tasi S minutes ago «

Simple 0 @5 @ Python3(ipykeme)|Idie Complete! Mode:Edit @ Ln1,Colt

BEoEsNE=0uoR TR QNS

So, all these details you give to put the chart, again all this parameter values or parameter
description you can refer the cuXfilter documentation to understand it in detail and then
you can d.app() to run the dashboard within the notebook cell. So, there are 56397 data

points and we have this graph created for that.

So, here you see this is the x axis, y axis respectively and I will just show one more if

possible.

(Refer Slide Time: 04:06)

" ) 0 L] ] + o x
*»0@
‘m
« BN %
O il s
ame
2 e
w i
- .
P

szl
1"
4=

2 O

So, I will just close this one to all other.
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data
ndata
pdata
01-Downl

02-ETL-w.
W 1_Extract
1N 2 Transfo
1N 3_dashbo.
« W auto_acc.
B graphsip.
[N Mortgag
B NYC tani.
Simple

AN

Run Kemel Tabs
£t C

4

Last Modified

2 hours ago
seconds ago
3hoursago
3hours ago
2hours ago
an hour ago
2hoursago
3hours ago

an hour ago

2daysag
2 minutes ago
§ minutes ago

7minutesago

0 B 1@ Python3 ipykemel) | Busy

W x| Tt x | Hom  x|[@0e  x x | @ s

Settings  Help

[ Launcher X B auto_accidents_example.ipyr @

B+XOO0» s Cc» Mmidmv §
Import cuxfilter

import cuxfilter
from cuxfilter.layouts import feature_and_base

r if you

DATADIR = './data’

Download required datasets

Ui

3
5,/
=
m
m

#§  Python 3 (ipykemel) @

! curl https://s3.us-east-2.amazonaws. con/rapidsai-data/viz-data/auto_accidents.:

X Total % Received X Xferd Average Speed
Dload Upload

100 50.0M 100 Se.M @ L]

from cuxfilter.sampledata import datasets_check

Complete! Mode: Commend @

Time

51.7M [ RS HEH

Ln1,Col1

Time Tise Current
Total Spent  Left Speed
ten 1-nie- SLEM

auto_accidents eS8

Edit

View

W/ cudilter
Name -
I categories
W data
i/ W ndata
W pdata

™ 01-Downl

(=)

* [N 1_Extract
IR 2 Transfo
1N 3_dashbo.

« W auto_acci

B graphsip.

[N Mortgag.

A NYCtai..
Simple

Run Kemel Tabs
t C
w
Last Modified

2 hours ago
seconds ago
3hoursago
3hours ago
2 hours ago
an hour ago
2 hours ago
3hours ago
an hour ago

2

ago
2 minutes ago
§ minutes ago

7 minutesago

0 @1 @ Python3 ipykemel) | dle

A x| Thomut x | Bom  x|Bow  x x
Settings  Help
@ Launcher X B auto_accidents_example.ipyr @

B+XD0DO0»=c

»  Markdown v B

from cuxfilter.sampledata import datasets_check
datasets_check('auto_accidents', base_dil

Dataset - ./data/auto_accidents. arrow

dataset already downloaded
Extracting
Extraction complete

cux_df = cuxfilter.Dataframe. from_arrou(DATA DIR + '

DATA_DIR)

+
a
Y
) |

»
»
Q
@
oo
by # 9
s

=
<
3
m
L

§  Python 3 (ipykemel) O

&

cux_df.data[ 'ST_CASE'] = cux_df.data[ 'ST_CASE'].astype('floatsd’)

Define Charts 1

label map = {
1: 'Sunday’,
2: "Monday',

Tuesday’,

4: ‘Mednscday!

Complete! Mode: Command @

Ln1,Col1 auto_accidents e

So, this again is auto accident dataset where we are getting all the data reprocessing it.
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NPTEL
» Bt C  Launcher X B auto_accidents eampleipyr @ %
B+ X0O O » 8 C » Coe v B §  Python 3 (ipykemel) O
Q - =
1: 'sunday®, i
0 W/ cuxflter % 2: "Monday', ¥
: 'Tuesday'
Name = Last Modified P
4: 'Wednesday',
= m categories 2 hours ago 5: ‘Thursday',
" 6: 'Friday’
m dato nds ago X
Sanhing 7: 'Saturday’,
5 W ndata 3 hours ago 9: "Unknown
W pdata 3 hours ago
= 2 hours ago gtc_demo_red_blue palette = [ "#3182bd", "#6baed6", "#7bSeds", "#e26798", "#ffoel

an hour ago

2hours ago

Uncomment the below lines and replace MAPBOX_TOKEN with mapbox

A 2 Transfo 3 hours ago
token string if you want to use mapbox map-tiles. Can be created for free
A 3_dashbo. an hour ago
here -https://gww.mapbox
+ W auto_acci 2daysago
[ graphsip. 2 minutes ago
[N Mortgag. S minutes ago
A NYC_tai. 7 minutesago -

Simple 0 [ 1@ Python3(ipykemel) | Idle Complete! Mode:Edt @ Ln10,Col14 auto_accidents e

Where we have label Sunday to Saturday.
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B+XO0O»wcw»cde v B

o W/ cudilter / ) &

chartl = cuxfilter.charts.scatter(x="dropoff _x', aggregate_col='0i
Name Last Modified tile_provider="CartolLight”,
= categories 2hours ago color._palettesgtc_deno_red_blue_palette
W data seconds ago chart2 = cuxfilter.charts.bar('VEAR')
L Wndata 3 hours ago
chart3 = cuxfilter.charts.multi_select('DAY_WEEK', label map=label map)
W pdata 3 hours ago
= N 2 hours ago
w n hour ago .
a0 hour ago Create a dashboard object
# Fibc 2 hours ago
A 2 Transfo. 3 hours ago d = cux_df.dashboard([chart1, chart2], sidebar=[chart3], layout=cuxfilter.layout:
A 3 dashbo. an hour ago
« [ auto_acci.. 2daysago
= / ids/1ib/python3.8/site-| /i es.py:1709: F
B grephsip. 3 minutes ago /Jopt/conda/envs/rapids/1ib/python3.8/site-packages/cudf/core/series.py:1709: Fut

= urelarning: The to_array method will be removed in a future cubF release. Consid
A Mortgag. § minutes ago er using “to_numpy’ instead.
warnings.warn(

A NYC_taxi 8 minutesago

0 B 1 @ Python3 (ipykemel) | Idle Complete!

Simple

Mode:Edit @ Ln10,Col14 auto_accidents e

And then pilot, then there are three charts we have scatter chart, bar chart and then we
have a multi select. So, we can we are now this time we are not creating only one chart,
we are creating two charts and one multi select filter.
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chart2 = cuxfilter, charts.bar("YEAR')
Name Last Modified
L 2hours ago chart3 = cuxfilter, charts.milti select('DAY_WEEK', label map=label nap)
W data a minute ago -
I mondata 3 hours ago .
. Create a dashboard object
3 hours ago
= 2l 20 d = cux_df.dashboard([chart1, chart2], sidebars[chart3], layout=cuxfilter. layout:
an hour ago = ,
* 2hours ago
3 hours ago Jopt/conda/envs/rapids/1ib/python3.8/site-packages/cudf/core/series.py:1789: Fut
N urekiarning: The to_array method will be removed in a future cuDF release. Consid
B 3 dashbo. an hour ago : o
er using “to_numpy’ instead.
W graphsip. 3 minutes ago
Mortgag. 5 minutes ago
R NYC_taxi.. 8 minutesago —

Simple 0 [ 1 © Python3(ipykemel) | Idle

amon x| rpmeut x Mo x| 0w x| 2 cotme x| @masihox C oa X+ MO S
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< Fle Edt Vew Run Kemel Tabs Settings Help ~
NPTEL
™ - Bt C [ Launcher X B auto_accidents_example.py
B+XOO»mcw»coe vB & Python 3 (ipykemel) O
color_palette=gtc_demo_red_blue palette, *
o W/ cudilter / w
chart2 = cuxfilter.charts.bar('VEAR')
Name Last Modified
= categories ZTo— chart3 = cuxfilter. charts.nilti_select('DAY_MEEK", label mapslabel map)
W data a minute ago '
I mondata 3 hours ago .
Create a dashboard object
W pdata 3 hours ago
= W 01-Down 2 hours ago 8]: | feature_and_base, theme = cuxfilter.themes.rapids, titles'Auto Accident Dataset')
an hour ago . _—
* 2hours ago
3 hours ago /opt/condalenvs/rapids/lib/Pythonz.B/site-packages/cndf/co;e/series,py:1709: Fut
3 dastiso —— urearning: The to_array method will be resoved in a future cubF release. Consid
. & ) 9 er using “to_numpy’ instead.
L] warnings.uarn(
W graphs.p. 3 minutes ago
[ Mortgag. 5 minutes ago
A NYC tai.. 8minutesago - —_— Y
0 @ 1@ Python3 (ipykeme) | Idle Complete! Mode:Edit @ Ln1,Col1  auto_accidents eSS

So, and then we are initializing the dashboard, dashboard is a combination of multi select

filter and also various charts together.
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So, here is the chart, if you | will just put it in full screen. So, here is the chart which has
been created Sunday, Monday up to Saturday here it is, on the right hand side if you see
this is the scatter plot for the auto accident and how many auto accidents happened in

which region.
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So, if you see the blue ones are the least, why there is no color; that means, no data

around that and there where we have the dark color; that means, there were a lot of

accidents there.
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So, this is this is how fast it is seen, how fast it is filtering.
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How fast | am able to do the magnification and all the processing, which is which may
not be possible for large datasets on CPUs easily. And the other chart is about a simple
bar graph which is showing year based how many accidents had happened per year.
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And then, if you want to see the day of the week so we just filter on Monday, the graph

will change, see the graph has changed. So, Monday only few accidents happened so it is

just 1.
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Let us go on Saturday, Thursday, Thursday a lot of accidents. So, you can see based on
the day of weeks, the number of accidents are changing it is red; that means, 6 or 7 or
something around that, right. This is how good visualizations are to understand the

patterns inside the data, alright.

(Refer Slide Time: 07:37)
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Saturday also there are a lot of accidents ok. So, these are the simple visualizations using

cuXfilter. So, if you want to do using plotly also, I will just show you how it works at a

notebook level.
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Objects 1

2 hours ago

3 hours ago o Leam how to arrange elements on a Ploty Dash dashboard

© Leam how to make a dashboard interactive

Planning Ahead

There are manj

let's sketch

with you

Python 3 (ipykemel) | idle

So, this is for using plotly, it is a bit different, you do not have to import cuXfilter.
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So, first you have to like import Jupyter dash. So, you have to install Jupyter dash, if you
have if you do not have it in by default in NGC container docker. So, keep install

Jupyter_dash and then you initialize the server.
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And then we have the dashboard here, where you import the data so where your station

latitude longitude. So, basically create a DASK data frame.
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And then basic do some basic transformations and then do compute to get the data frame
out of it. So, this is important. So, plotly will not take in us direct DASK data frame as an
input, you have to compute it that we get a normal cuDF data frame before you pass that

on to plotly, that is what | was seeing it works on the CPU.

(Refer Slide Time: 09:16)
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Though the pre-processing and all the back end happens on the GPU, but the plotly takes
the CPU data flip.
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So, here if set index and all is there. So, here the | mean, the plotly dash part start again
for dash you have to use dash underscore DAQ. So, Dash DAQ is the extend the Dash
library for providing even more input feature. So, it is just more feature full plotly Dash
library version. So, after importing you have to create that app.layout which | was
explaining you. So, this is html Div, date picker, BooleanSwitch and all that stuff.
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So, I will just show you how it works yeah.
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So, after you run all this then you create app.callback, which I was showing in the slides,

where you pass the precipitation map, date picker and show-zeros elements of the

dashboard and then you host that ok.
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And then if you see, you want to see that how it looks, it will look like this. This is the
date picker, this is the show-zeros and this is the precipitation map that ok, what is the

amount of precipitation, 0 is the lowest, 3 is the highest.
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So, light we here the precipitation was a lot and the dark was, dark means its it was a
relatively less. So, if you see this, this is like a new window altogether; that means,
contrary to the other though cuXfilter can also be created in a new window. So, it is very

similar to cuXfilter as well.
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Now, going to another framework called NV TABULAR.

(Refer Slide Time: 11:35)

Y

i,
-l

Ui’

4

NPTEL

NVTABULAR
Integration with RAPIDS/DASK

ular

File Paths Workflow R —
. L utput Options
oo Dataset.to_ddf . f—‘arq;eﬁfnmaz
+_Parquet + Uses CUDF/CuIO (RAPIDS) + HugeCTR format
‘: \ + Produces new Dask-CuDF ; |
DataFrame N o DataFrame (dd) Shuffle Options 5
+ CuDF 3 + Per-Partton To Disk
+ Pandas o + Per-Worker —
a f o o) =N\
m s s OR - Get final ddf
+ Dask-CuDF s o V| | Workflow.get ddf
+ Dask-Dataframe 1
s |
DL Data-loader APls )/ JDataset
* UseDataset.to_ite: ce Points to (lazily)
+ Feed data to PyT Tensorfiow | transformed ddf

So, NV TABULAR is again very popular framework to do data pre-processing. So, you
know that ok you have been doing data pre-processing using RAPIDS, cuDF or DASK
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ah, but again using cuDF and DASK you have to write all the functions one by one like
you do in pandas programming or you say sklearn programming or DASK programming.

However, if you want to do pre processing in a shortcut manner by saving a lot of time.

Because we know that in a particular data science project, there are few numbers of
operations, a few numbers of models which are more required ok. So, for example, if you
see this NV Tabular architecture. So, what it experts is like file paths can be their CSV
based path or parquet file path, super CSV and parquet are the data formats data file
formats. It can have cuDF as input it can take pandas data frame as input or DASK,

cuDF as input or a DASK data frame as an input.

And then we have all these inputs can be created to create something called data set
NVTabular data set. And using this NVTabular data set we create something called
workflow which is used to define the desired data transformation pipeline. So, workflow
is something which defines the, what kind of transformations you will be doing, what

kind of processing you will be doing and all that stuff.

And then we have the data loader part, where we used to feed into a tabular data source
to a deep learning based model. So, no matter it can be a Keras based you can create
some neural network model or LSTM or something like that. So, you can create using
the load the data or convert the DASK data frame or a normal data frame into a
TensorFlow data or a PyTorch data or something like that using the deep learning data
loader API of NVTabular.

And then we have the other things like we have output options, if you just want to load
the data into a deep learning model just you want to make it as output, you can use our
output as a parquet format or a HugeCTR format. So, HugeCTR format is a format
which accepts which you can do recommendation system.

So, if you want to create a recommender system using HugeCTR model, you want to
train it then the data can be exported directly to a HugeCTR compatible format. Then we
have like we have various operations on the data frame possible. Like for example, if you
want to do compute stats like what are the maximum minimum value, aggregate values

and all that stuff you want to apply transformations.

1238



Like maybe bucketing, maybe normalization and all that stuff you can do that or using
very shortcut, like shortcut methods of NV Tabular. So, basically NVTabular accelerates

further your development process of data science pipeline.

(Refer Slide Time: 14:48)
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+ PyTorch, TensorFlow and HugeCTR compatible. ER| TV temary

Simple Moderate
+ Filtering outliers or missing values. 10-20 100 - 1000

+  Inputting and filling in missing data.

+ Discretization or bucketing of continuous features.
+ Creating features by splitting or combining existing features.

+ Normalizing numerical features to have Zero mean and unit
variance.

+ Encoding discrete features using one-hot vectors or
converting them to continuous integer indices.

Key features are its completely GPU accelerated, it supports out of core execution; that
means, the data volume is more then also it will not fail then the GPU memory, then it
supports PyTorch, TensorFlow, HugeCTR. It filters the outliers or missing values, it

helps to do the transformations.

So, all these transformations are possible, filtering out layers missing value removal, then
we have input the and, filling the missing data discretization of bucketing, creating
features by splitting and exist combining the existing features. So, merging and all that
stuff. Normalizing numerical features to have zero mean and unit variance, then
encoding discrete features using one hot encoding or converting them to continuous

integer indices.

And there are more and more which are coming in every release and there is a whole list
of operations which are possible, which you can see in the documentation again open
source. Comparison from NVTabular to pandas, even cuDF data size limitation it is
based on CPU memory, but here it is unlimited, code complexity is very simple. So, this
is one of the biggest thing that only 10 to 20 lines of code will be needed as per 100 to

1000 lines of code in pandas.
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Flexibility is domain specific; that means, if you want to do in the retail based
recommender system or if you want to do some other forecasting model, it will be
different set of operations it is domain specific transformations are available. Data
loading is possible to deep learning model which is not possible in pandas. Then
inferencing; that means, if you want to input the data while predicting the data and do
some real time pre-processing and then do the prediction then also it is possible using
NVTabular.
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inport glob Importfbanes.
nport nvtabular as nvt

£ train_files = glob.glob("./dataset/tr
§ valid_files = glob.glob("./datas

g train_ds = nvt.Dataset(train_files, gpu_mesory_frac=8.1
% valid ds = nvt.Dataset(valid_files, gpu_mesory_frac=a.1

cat_names = ["C" + str(x) for x in range(1, 27
cont_names for x in range(1, 14
label_name

proc = nvt.Workflow(cat_names=cat_names, cont_nases=cont_nanes, label_nane=label_name

proc.add_cont_feature([nvt.ops.ZeroFill(), nvs.ops.Log0p
proc.add_cont_preprocess(nvt.ops.Norsalize
proc.add_cat_preprocess(nvt.ops.Categorify(use_frequency=True, freq_threshold=15

proc.apply(train_dataset, s

files=len(train_files

proc. apply(valid_dataset, s

files=len(valid_files

So, if you see let us understand the code example that how easy it is to do it. So, on the
left-hand side if you see this is the NV Tabular code, where we import nvtabular import
the files then create the nvtabular data set, which | was explaining. Then we create the
category names so category features, then create the workflow and in the workflow we
do some feature engineering in pre-processing like continuous features we do the zero

filling or the log operations.

We do the for the pre-processing we do the normalization. For categorification; that
means, if you want to change numerical values into categories you can do that. So, using
categorify and then apply all this on the training and validation set and then pass it to the
model. So, this is how easy it is. So, entire code is fitted into this PPT, hence you can

understand how easy it is to do the data science workflow using NVVTabular.
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So, it creates a DAG like this. So, which is the cyclic graph; that means, you input the
column, station, you input the column hourly wind speed. For these two columns if you
want to do one kind of difference logging operations, for another column you have to do
the lambda operation lambda operation means that any custom function you can write,
like the lambda function of Python. And then if you want to include some other columns

and you want to normalize for that, so all that can be done.

And then finally, you can get the output columns. So, these are the NVTabular
operations, difference logging, lambda operations normalization fill missing values with
median values. So, all this the, NV Tabular has a graphing tool as well to you can see the

DAG that is called Graphviz, that | will show you in the hands on ok.
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So, if you see like this particular slide, where we have done some benchmarking. So,
apart from the ease of writing the code, how fast it is so the another biggest advantage is
it is 660x faster based on the 1 TB Ads dataset case study we did.

So, we took the open source Criteo data set and we did ETL and then model training
using HugeCTR. So, we compared with Numpy CPU ETL versus CPU based training
and then we also use frameworks like Spark, which is very scalable and multi node
framework. And then PyTorch, PyTorch GPU training and then we compared with
NVTabular GPU. And we use similar like from the cost perspective, similar costing

machines.

It is not that we use a very costly GPU machine but we use a very cheap CPU machine
not like that it was very comparable still we got this kind of better performance out of it.
So, just the pre processing run for 12 minutes versus 180 minutes in a Spark, 13 minutes

versus 16 minutes in a Spark the model training.
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So, this is the how the performance compares. So, NVTabular is one of the fastest has
comparable to DASK, cuDF. Then second fastest is that Spark GPU and then we have

the cuDF and finally, the slowest is pandas.

So, this is the performance aspect of it. Let me show you some hands on, before | move

to the next part.
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app. _terminate_server._for_port("localhost”, 8852)
del agp

Traceback (most recent call last)
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So, for this hand on, | just went to the open source NV Tabular repository getting started

movie lens, particular folder.
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And then | downloaded these two notebooks, download convert ipynb and ETL with and
NVTabular. So, again this is open source.

1244



(Refer Slide Time: 21:18)

a J 8 0]
0 wcuine # | 5 8
L Name . Last Modified
o i Extract with NVTabular

protobuf>=3.0.0 in /opt/conda/envs

tqdw>=4.0 in /opt/conda/envs/rapids/Lib

Requireent
abular,
Collect

Mode Command @ Ln1,Col 3

So, before that so, | will just open that folder. So, there are two 01 download convert and
02. So, I will open that 01 and 02.
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So, in the 01 we will download the movie lens data set.
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So, here it is. So, if you see here, we download the data set merlin core dispatch get lib.
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sovies = ¢f_1ib.read_csv(os.path, join(INPUT_DATA_DIR, “al-25a/sovies.csv"))

sovies.head()

movield title genres

urently, genvess

Mode: Edit

And then input the data directory, download the file, convert the data set.
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Then put the genres and all that stuff to basic pre-processing.
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And then convert it to parquet format and write it back to the DASK.
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So, this is normal, this is now nowhere we are using NV Tabular here it’s just pandas. So,

just to prepare the data, | mean download the data.
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nver.io/nvidia/rapidsai/rapidsai:22.02-cudall.0-runtime-ubuntul8.04

sudo docker run --gpus all --rm -it -p 8888:8888 -p 8787:8787 -p 8786:8786
-p 8050:8050 -v /home/nvidiatest/rapidsnsm:/workspace
nver.io/nvidia/rapidsai/rapidsai:22.02-cudall.0-runtime-ubuntul@.04

apt-get install build-essential -y
lapt-get install graphviz -y

#!pip install jupyter-dash
!pip install dash dag

Nt e e g 140 s 2

So, after that what we did is | installed NV Tabular. So, using two formats, one is apt-get

install build-essential -y.
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lapt-get update

apt-get dnstall build-essential -y
Tapt-get dnstall graphviz -y

Ipip install m.

And then we have, | will just copy paste this, the 3 main methods, 3 main installation |
have to do. So, first is apt-get install build-essential, second was Graphviz and third was

pip install in nvtabular.

So, these three things I did and then everything got set up after this. If you want you can
also add one more thing, that is apt get to update the repositories. So, yeah these are the

four main installations | did.
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And then after that started ETL with NVVTabular.
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So, | will just magnify it so that is visible clearly, detail with NV Tabular, import os
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B 01-Download-Convertipynb X

 Launcher X

B+XTO0O» = C» Cxe

ETL with NVTabular

import os
import shutil

inport nuapy as np
import nvtabular as nvt

from os inport path

import get_lib

from merlin.core.d:
df 1ib = get_1ib()

We define our base input directory, containing the data,

INPUT_DATA DI
“INPUT

s. environ. get(

Complete

import shutil, numpy nvtabular, imported everything.
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T Fle Edt Vew Run Kemel Tabs Settings Help ~
NPTEL
» - Bt C  Launcher X B 01-Download-Convertipynb X B 02-ETL-with-NVTabularipynt @ %
B+XO0»uCc» Mmrcmv § & Python 3 (ipykemel) O
o INPUT_DATA DIR = os.environ.get( i Y
W/ cuxfiiter w “INPUT_DATA_DIR®, s.path. expanduser(”~/nvt-exanples/movielens/data/")
Name Last Modified )
m 2hours ago
MO 3¢ novies = df lib.read_parquet(os.path. join(INPUT_DATA DIR, "movies_converted.parqi
W dats 20 minutes ago novies, head()
5 mondata 3 hours ago )
3 howrs a0 movield genres
2 hours ago 0 1 [Adventure, Animation, C Comedy, Fantasy]
seconds ago 1 2 *  [Adventure, Children, Fantasy]
* W 1_Extract. 2 hours ago 2 3 edy, Romance]
B 2_Transfo 3hours ago
3 4 {Comedy, Drama, Romance]
+ 1 3 dashbo an hourago
= 4 5 {Comedy)
« W auto_acci 19 minutes ago
[ graphsip. 22 minutes ago
B Morgag.. 25 minutesago Defining our Preprocessing Pipeline
W NYCtaxi.. 27 minutesago -
simple 0 @5 @ Python3 ipykemel)Idie Complete! Mode:Command @ Ln1,Col1

Then set up the input data directory, then set up the movies data frame, using df lib

parquet. So, this movie id and genres are the columns here.

(Refer Slide Time: 24:01)

M i X awes  x X | & Gowens x + -8 X
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~ Fle Edt View Run Kemel Tabs Settings Help et
NPTEL
t @ Launcher X ® 01-Download-Convertipynb X 02-ETL-with-NVTabularipynt @
» - Bt C Launcher ® 01-Download-Convertipyn 02-ETL-with-NVTabular.ipyni %
B+X0O0O»wC » Markdonv B &  Python 3 (ipykemel) O
& o me Defining our Preprocessing Pipeline -]
Name Last Modified The first step is to define the feature engineering and preprocessing pipeline.
= W categories 2hours ago
» ot 20 minates ago NVTabular has already implemented multiple calculations, called ops . An op can be
9 mndata 3hours ago applied toa ColumnGroup from an overloaded >> operator, which in tum retumns a
: B o 5 new ColumnGroup .A ColumnGroup is a list of column names as text.
pdata 3 hours ago

1-Downl

2hours ago

- [ 2T seconds ago

Example:

’ « [ 1_Extract 2 hours ago features = [ columnzname, ...] »> 0pl > 0p2 » ...

R 2_Transfo 3hours ago

<P 3 desii 5 ki This may sounds more complicated as it s.Let's define our first pipelne for the

Movielens dataset.

+ [ auto_acc 19 minutes ago
& graphsip. Zpndiasago Currently, our dataset consists of two separate dataframes. First, we use the
A Mortgag 25 minutes ago JoinExternal operatorto left-join the metadata (genres) to our rating dataset
A NYC_taxi.. 27 minutesago

Simple

0 B 5 & Python3 (ipykemel) | Idle

Complete! Mode:Command @ Ln1,Col1  02-ETL-with-NVE]
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B+X0OD0» = C » Mrdnv B &  Python 3 (ipykemel) O
T TTiaY SUBIIGS TIUTE CONTPIRAEN @5 101 LETS UETINE GUF 15T PIPRIATE 107 e T
- e % MovieLens dataset. &
- ¢ -
- Name Last Modified Currently, our dataset consists of two separate dataframes. First, we use the
g 2hours ago JoinExternal operatorto left-join the metadata (genres) to our rating dataset
W data 21 minates ago
g 3hours ago CATEGORICAL_COLU 14", "novield"]

LABEL_COLUMNS = [ ]

3hours ago

s u 2 hours ago joined = [“userId", “sovieId"] >» nvt.ops.JoinExternal(sovies, on=["movield"])
« W 02-ETL+
* « [N 1_Extract 2 hours ago

A 2 Transfo.

2 minute ago
Data pipelines are Directed Acyclic Graphs (DAGs). We can visualize them with
graphviz

3hours ago
« [ 3 dashbo, an hour ago Joned.graph
19 minutes ago

S w
26 minutes ago

2B minatesago ~

0 5 @ Python 3 (ipykemel) | Idle

0
Mode: Command @  Ln1,Col 1 02-ETL-with- NV
Wt
N

And then defining our pre-processing pipeline. Categorical columns are user Id and

movie Id; label columns; that means, the target columns are rating and then joined.

(Refer Slide Time: 24:32)
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» Bt C 2 Launcher X B 01-Download-Convertipynb X A 02-ETL-with-NVTabularipynt @ %

B+ X0 O » e C» Makdomv B & Python 3 (ipykemel) O

0 w/win

Name - Last Modified w
=

Ik

W categories 2 hours ago

W data 21 minutes ago

W ndata 3 hours ago
=N 2 hours ago
+ W 02-ETLw. aminute ago

* « [N 1_Extract 2 hours ago
N o. 3 hours ago

an hour ago

* W auto_acc 19 minutes ago

[N Mortgag. 2% 0

A NYC_taxi 28 minutesago

Simple 0B 5 @ Python3(ipykemel)|idle Complete! Mode:Command @ L1, Col 1 02-ETLwith-NV

So, how we joined two columns, user Id and movie Id together. So, and we opt so this is
the transformation which | was telling the shortcut transformation nvt ops JoinExternal
movies with movie Id. So, now, it is joined.
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You want to see how the how it worked. So, you can just run joined.graph. So, you will
see that user Id and movie Id was there, then selected operation, then join operation, then

output columns, user Id movie Id came.

(Refer Slide Time: 24:45)

B+X0O 0O »EC» Cue

o

o - cat_features = joined >> nvt.o;
W/ cuxfitter e

The ratings are on a sc.

ratings >3 and 0

ratings = nvt.ColumnGroup(["rating™]) >> nvt.ops.LambdaOp(lambda col: (col » 3).:

output = cat_features + ratings

output). graph

o [
i ot >
i I ‘ it 7

0@ 5 @ Python3(ipykemel Complete Mode:Command ® L 1,Col1 02-ETL-with-NVARS 1
LI HoBsOoe=duerIvRogne

Simple

And then if you want to categorify, because these are numerical values if you want to
create categorical values, just uncatagorify you will create categorical values in that
column. And then if you want to do some lambda operations so; that means, custom
operation. So, col greater than 3, if it is values greater than 3 it becomes a. So, ratings are
on scale of 1 to 5, we want to predict a binary target with 1 ratings greater than 3 and 0

for ratings less than 3.

So, again we are again creating type of two categories for 5 values ok. So, based on this
you have to create lambda functions. So, simple function to converts 1 to 5 to 1 or 0,
based on less than 3 or greater than 3. So, here it is then create workflow nvt.workflow

(output).
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M o763+ x | A R Me X | @ MO x| @ o X | 2 Goomtne X M0 X x 4 - 0 x
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< Fle Edt Vew Run Kemel Tabs Settings Help
» - t c  Launcher X B 01-Download-Convertipynb X B 02-ETL-with-NVTabularipynt ®
B+XO0»uCc» mrcmv B & Python 3 (ipykemel) O
0 ¥
cudi %
B/ cdier " workflow = nvt.Horkflow(output)
Name Last Modified
o 2hours ago : il
sy Running the pipeline
W data 22 minutes ago
3hours ago In general, the Op s inour Workflow will require measurements of statistical properties
of our data in order to be leveraged. For example, the Normalize op requires
4 hours ago

2 hours ago

seconds ago

measurements of the dataset mean and standard deviation, and the Categorify op
requires an accounting of all the categories a particular feature can manifest. However, we

frequently need to measure these properties across datasets which are too large to fit

xtrac 2 hours ago
it oS into GPU memory (or CPU memory for that matter) at once
B 2_Transto 3hours ago
« I 3.dash S NVTabular solves this by providing the Dataset: class, which breaks a set of parquet or
= csv files into into a collection of cudf.DataFrase chunks that can fit in device memory.
« W auto_acci. 20 minutes ago
= The main purpose of this class is to abstract away the raw format of the data, and to allow
W graphsip. 24 minutes ago
other NVTabular classes to refiably materialize a dask_cudf.DataFrame collection (and/or
I Mortgag. 27 minutes ago )
- collection-based iterator) on demand. Under the hood, the data decomposition
W NYC_taxi_ 29 minutesago «

0[5 ® Python3(ipykemel) | Idie

Complete! Mode:Command @ Ln1,Col1 02-ETL-with-N

So, this workflow is created and these are all lazy operations again.
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0 8 Now instantiate dataset iterators to loop through our dataset (which we couldn't fitinto i 8
W/ cudilter ® GPU memory). HugeCTR expect the categorical input columns as inté4 and
Name - Last Modified continuous/label columns as float32 We need to enforce the required HugeCTR data
n categories 2hours ago types, so we set them in a dictionary and give as an argument when creating our dataset.
W data 22 minutes ago
g mnda 3hours ago dict dtypes = {}
W pdata 4 hours ago for col in CATEGORICAL_CQLUMNS:
« I 01-Down o dict_dtypes[col] = np.int64

[ 02-£T1- seconds ago

y 3 dashbo.

uto_acci

raphsip.

2 hours ago
3 hours ago
an hour ago
21 minutes ago

24 minutes ago

for col in LABEL_COLUMNS:
dict_dtypes[col] = np.float32

train_dataset = nvt.Dataset([os.path. join(INPUT_DATA DIR, "train.parquet")])
valid_dataset = nvt.Dataset([os.path. join(INPUT_DATA DIR, quet”)])

pa

valid.

Jopt/conda/envs/rapids/1ib/python3.8/site-packages/cudf/core/dataframe.py:1292:
UserWarning: The deep parameter is ignored and is only included for pandas compa
tibility.

[ Mortga 27 minutes ago
= e varnings.warn(
R NYC taxi_. 29 minutes ago
Simple 0[5 ® Python3 (jpykeme)|Ide Complete! Mode:Command @ Ln1,Col1 02-ETL-with-N

So, the pipeline will run unless until we create the data set and do the fit. So, for column
of categorical columns, integer, label columns, float32, then creating the training data
set, creating the validation data set.
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n Bt C B Launcher X & 01-Download-Convertipynb X B 02-TL-with-NVTabularipynt @ %
B+X0OD0» = C » Markdomv B #§  Python 3 (ipykemel) @
o tibility. N &
W/ cuditer % warnings.warn(
Name  + Last Modified Now that we have our datasets, we'll apply our Korkflow to them and save the results
= 9
i W categories e ago out to parquet files for fast reading me. Similar to the scikit learn AP| we

W data 23 minutes ago collect the statistics of our train dataset with .fit
I mndata 3 hours ago
Mitime
W pdata 4 hours ago z :
4 workflow. Fit (train_dataset)

* -

Simple

A 2 Transfo

* IN 3_dashbo.

+ W auto_acc

B graphsip.
[N Mortgag

R NYC taxi_.

2hours ago

an hour ago

21 minutes ago
25 minutes ago

27 minutes ago

29 minutesago ~

0 B 5 @ Python3 ipykemel) | Busy

We clear our output directories.

(INPUT_DATA DIR, "train")):

oin(INPUT_DATA DIR, “train”))
(INPUT_DATA DIR, "
INPUT_DATA DIR, “val:

shutil.rmtree(os.pat

oin

We transform our workflow with .transform . We are going to add 'user1d’,

‘movieId', ‘genres’ columnsto _metadata.json, because this json file will be

Complete Mode:Command  ® L1, Col 1 02-ETL-with-N\

| just ignore the warning, then workflow dot fit.
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P x| A x rE x| Gowens x x| Qw x x o+ - o
€+C a a2t »0@
: File Edit View Run Kemel Tabs 59“\'7;5 Help
n Bt C B Launcher X 01-Download-Convertipynb X B 02-ETL-with-NVTabularipy %
B +XDO0O» = C » Coe v B & Python 3 (ipykemel) O
0 3 We transform our workflow with .transform . We are going to add 'userld’, g &
B8 / cudier % ‘movield’, ‘genres’ columnsto _metadata.json, because this json file will be
Name =+ Last Modified needed for HugeCTR training to obtain the required information from all the rows in each
u W categories 2 hours ago parquet file.
W data 23 minutes ago
W ndata 3 hours ago i 2
W pdata 4hours ago workflow. transform(train_dataset).to_parquet(
= Y output_path=os n(INPUT_DATA DIR, "train"),

*

N 2 Transfo.

+ W 3_dashbo.

auto_acc

graphsip

« W 02-ETL+ aminute ago

« [ 1 Extract

2hours ago
3 hours ago
an hour ago
21 minutes ago I
25 minutes ago

28 minutes ago

30 minutes ago  +

0B 5 @ Python3(ipykemel)|ide

dtypes=dict_dtypes,

: user 2 ps, sys: 1ps, total: 3 ps

If path exists then you can create basic clean output path in the local and then add right
HugeCTR key set true, to parquet, if this ETL notebook is there for training with
HugeCTR.

So, this is basically preparing the model for HugeCTR model, though it is not required

today because we will mostly focus on the pre-processing part of it using NV Tabular.

1256



(Refer Slide Time: 26:31)

™ x| A Remsve x | @ wod x| @ o X | Goomene x| @ MPOSIVOE X o X x 4 SHONKE
*»0@ § #1‘
€ & * I8
AN §
T Fle Edt Vew Run Kemel Tabs Settings Help ~
NPTEL
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o W/ cudilter / % CPU times: user 2 ys, sys: 1 ps, total: 3 ps &
Wall time: 5.72 ps
Name Last Modified
=] categories 2 hours ago dd "write_hugectr.| 5
s N Stine
date 23 minutes ago workflow, transforn(valid_dataset) . to_parquet(
5§ Wndata 3 hours ago output_path=os.pat! n(INPUT_DATA DIR, "valid"),
shufflesFalse,
W pdata 4 hours ago “userld-, “sovield", “genres*],
« 1 01-Down 2 hours ago "rating"],
d =dict_d
* N s 3go
A 2 Transfo ours ago CPU times: user 2 ps, sys: 1 ps, total: 3 ps
Wall time: 5.72 ps
+ 1 3.dashbo anhourago aadio o
Moniioaciz 21 mindiesago I We can take a look inthe output dir
[ graphsip. 25 minutes ago
In the next notebooks, we will train a deep learning model. Our training pipeline requires
I Mortgag 28 minutes ago ) : y
information about the data schema to define the neural network architecture. We will
A NYC_tani.. 30 minutesago -
Simple 0 @5 @ Python3 ipykemel)Idle Complete! Mode: Command @ Ln1,Col1

And then finally, transform to parquet output path, the directory you can give,

categorical columns, label columns and done.

(Refer Slide Time: 26:47)
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NPTEL
n Bt C B Launcher X B 01-Download-Comvertipynb X %

Cc » Markdown v B

o W/ cudilter / % to disk so that -3
Nome. = LMo workflow. save(0s. path. join(INPUT_DATA DIR, “workflou"))

w :
I categories 2 hours ago
= i el s I " Checking the pre-processing outputs

W ndata 3

s 2g0
We can take a look on the data.

W pdata 4 hours ago
01-Dor s ago
import glob

# - F 1B 2 hours ago TRAIN_PATHS = (glob. glob(os . path. join(INPUT_DATA_DIR, “t

VALID_PATH (glob.glob(os.path. join(INPUT_DATA DIR, “valid”,
2 Tran 3 hours ago
B 2 Transfo il o TRAIN_PATHS, VALID_PATHS
« [ 3 dashbo, an hour ago
« [ auto_acc 22 minutes ago ([*/root/nvt-examples/movielens/data/train/part_8.parquet'],

[ /root/nvt-exanples/novielens/data/valid/part_0.parquet'])

graphs.ip. 25 minutes ago

[N Mortgag. 28 minutes ago We can see, that genres are a list of Integers
A NYC_taxi._ 30 minutes ago  +
Simple 0 B 5@ Python3(ipykeme)|Idie Complete! Mode: Command @ Ln1,Col1

So, entire thing got done in 5.2 microsecond. You can save the workflow, if you want to
use it later for different data sets.
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o W/ cudilter w &

a We can take a look on the data.

Name = Last Modified
© n categories 2 hours ago 17]: ismport glob
W data 23 minutes ago

TRAIN_PATHS = sorted(glob.glob(os.path. join(INPUT_DATA DIR, "tr:
K mndata 3 hours ago VALID_PATHS = sorted(glob.glob(os.path. join(INPUT_DATA DIR, "valid®,
TRAIN_PATHS, VALID_PATHS

4hours ago !
2 hours ago
_ 1 (["/root/nvt-examples/movielens/data/train/part_@.parquet'],
u B minite 300 [*/root/nvt-examples /movielens/data/valid/part_o.parquet )
« W 1.Extra 2 hours ago

We can see, that genres are a list of Integers
3 hours ago

an hour ago df = df_1ib.read_parquet(TRAIN_PATHS[®])

22 minutes ago

graphsip. 25 minutes ago

Mortgag. 28 minutes ago

A NYC_tani. 30 minutes ago +

Simple 0 [ 5 © Python3(ipykemel)|Idie

These are the files, if you see parquet part 0 dot parquet being created.
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[*froot/nvt-examples/novielens/data/train/part_.parquet’],

(
Name a Last Modified [ /root/nvt-examples/movielens/data/valid/part_8.parquet'])
= m categories 2 hours ago
avy < 90 We can see, that genres are a lst of Integers
W data 24 minutes ago
W ndata 3 hours ago df = df_1ib.read_parquet(TRAIN_PATHS[@])
df.|
» 4hours ago

! 2 hours ago userid movield genres rating
oses @ Rig
« W 1_Extract 2 hours ago
* W 1_Extract. ours ago 1 = ot 3574 10
A 2 Transfo 3 hours ago
2 98 65 1 0
« [ 3 dashbo, an hour ago
3 34146 433 [81,19,114 0
W auto_aca 22 minutes ago
- : 1214 9 4
% graphs.p. 26 minutes ago 42 ?
I Mortgag 28 minutes ago
A NYC_taxi 31 minutes ago « I
0
Simple 0 @5 & Python3 (ipykemel) | Idle Complete! Mode:Command @ Ln1,Col1 02-ETL-with-N ',o:::
X
n OO0

And if you want to see the output so this is the output. User id, movie id, genres, 0 and so
on and so forth. Basically, this is the shortcut pre-processing done using NVTabular on
GPUs.
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READMEmd

NVTabular Example Notebooks

So, there are some more notebooks you can try in the example repositories. So, there is
movie lens, apart of movie lens there is advance operations outbrain, outbrain data,

rossmann data, criteo data you can also scale using DASK. So, the DASK intrigrated
versions are also there.
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Available Example Notebooks

So, right now 1 just showed you the simple one node cuDF based, but it can be also

integrated with DASK or multi node as well ok.

(Refer Slide Time: 27:57)
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EoEMeNREda

So, yeah | think this is how NVTabular works and this is the, this is how fast it is as
compared to pandas or as compared to Spark or even it is how fast it is to develop code
of NVTabular as compared to even DASK on GPU.

(Refer Slide Time: 28:32)

Step by Step Learning Path

Step 1 - Go through S.Al website for details on RAPIDS suite of libraries

Step 2 - Hands on with ORD 5C Catalog Rapids Container Image
OR use to install Rapids

Step 3 - Run RAPIDS and Blogs example after installing RAPIDS
Step 4 - Get help from RAPIDS L t for any syntax / issue help
Step 5 - Go to RAPIDS GitHub Repo for any bugs /issue

Bonus - Try out RAPIDS

Coming to the learning next steps and learning paths. So, how you can get hands on and

you can do something on what you learn today.

So, if there is RAPIDS.Al website you can go and understand in detail, there is Google
Colab or NGC links have given in the slides or you can use Conda as well to install. The
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Conda commands are also available in rapid Al website which the link to which | have

given here.

Then you can go to rapids notebooks, some default notebooks are there. So, I will
particularly link the NVVTabular GitHub repository here as well and some of the blogs
which you can refer, there are a lot of blogs published every day in day out you can refer

to that and you can get help from rapids documentation for any syntax or issue help.

And you can also file GitHub report bugs or issue if you see some there are some bugs or
issue with our team works day in, day out to resolve those. Spark is something which we

will cover in the next session.
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The rapids advantage

How RAPIDS delivers Data Science value

O @ § X #
e e o e

Massive speedups Huge savings and low ' Best value for money, | Easy integration with Acceleration of most
using RAPIDS with error rates low infrastructure costs | familiar APIs commonly-used
XGBoost programing languages
Example: 215X Example: $1B potential = Example: $1.58 Example: Easily Example: RAPIDS
speedups at Oak Ridge | savings and 4% error | infrastructure cost replaces popularly- accelerates Python and
National Labs rate reduction at Global = savings at Streaming | used libraries suchas | SQL workflows which
Retail Giant Media Company like Pandas and scikit- | have increasing migs -

leam share

So, just summarizing that ok what is the advantage you can maximize your data
scientists productivity, you can get top model accuracy because you spent more time on
optimizing the model rather than pre-processing.

You had a very low total cost of ownership your leaning learning curve was very less,
because you do not have to learn anything new, you just used python to learn like your
existing knowledge of pandas or sklearn or Python based interfaces. And then using
Python or SQL based workflows you did all the things.
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