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The Platform Inside and Out

Welcome everyone to the next lecture on Accelerated Data Analytics. In the last lecture
we went through some of the motivation of using accelerated data analytics, we went
through the description of the job profiles for a data engineer, data scientist. What is the
cycle, what are the activities that they do, we looked at the different stacks traditionally
used. So, what we are going to do today is we are going to quickly go through some of

the modules of RAPIDS and we will show you a demo of how to write the code.
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So, let us get started so maybe a quick recap of the software stack of open source data
science platform. We talked about the most popular ones being used on the CPU site of
it. Pandas primarily used for analytics, scikit learn or sklearn being used for machine

learning algorithms.

And then we have other libraries or modules for networkX which is primarily for graph
analytics deep learning. And then Matplotlib for visualization and we also talked about
Dask, Dask basically helps us in making our computation go distributed. So, basically
the responsibility is towards that side.
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So, we also talked about the equivalent wrapped stack which is the accelerated GPU
science stack. If you see we are replacing the bottom most layer with the help of use of
apache arrow. So, that everything remains in memory in the GPU and the other
advantages that we saw last time also removing the marshalling and unmarshalling

serialization and deserialization across different modules and all.

Today we are going to concentrate on cuDF and culO which is a replacement of Pandas
equivalent it is like Pandas equivalent and we will be going through a demo of how you
could utilize cuDF and culO. If possible if time permits we will also go through cuML
show you a demo of also what machine learning algorithms exist. And how we can
utilize them using cuML, which is cudaML and tomorrow we are going to go more into

the task point of view.
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So, let us get started with cuDF if you remember last time you said how the acronym cu
comes into the picture cu basically stands for CUDA which is the GPU architecture
Compute Unified Device Architecture and DF is the Data Frame. So, we are talk we are
basically talking about having data frames which are accelerated on the GPU using
CUDA.

(Refer Slide Time: 03:28)
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So, from a point of view of the ETL technology stack, which is the extract transform
load part of it. This is how the overall wrappers are generally written inside RAPIDS
first of all as you can see the bottom most layer is our architecture of GPU which is
CUDA Compute Unified Device Architecture. Above that we have certain libraries
which are part of the CUDA ecosystem like thrust is a library which is like C++ STL

equivalent which is standard template library equivalent in GPUs.

We have other kinds of libraries also which exist in the CUDA ecosystem which are
primarily C, C++ or C based. Over that we have the RAPIDS ecosystem basically
develops has developed a layer of cuDF functionality which is written in C++. So, all
those calls of the libraries of CUDA which are also in C++ are basically done via this

cuDF, C++ calls.

But what a Python users basically they end up writing code in Python and for you for the
binding or for the calling of C++ the internal usage goes via Cython. So, Cython is the

one which is used for converting your Python poles to the C++ calls behind the scenes.
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ETL - the Backbone of Data Science
libcuDF is...
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So, the first component in this pipeline in the ETL pipeline which is the backbone of the
data sciences libcuDF. So, as | told you cuDF libcuDF is basically a C++ library and it is
primarily meant for creating data frames which is what nothing but a structured data
type. Right like in form of table which has rows and columns right behind the scene for
all of the APIs, which are provided.

There are CUDA kernels or CUDA functions which are running in parallel on the GPU.
Like if you call a sorting function join group by reduction whatever those functions are
they are basically exposed as C++ functions.

You can see here like here we are calling the gather function. This gather function is the
one which will do kind of a reduction operation on the columnar data that you have. So,
there are various other kinds of function is as well and there are options to also scale
them across multiple GPUs.
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ETL - the Backbone of Data Science

CuDF is...

PYTHON LIBRARY

So, as | told you that there is a libcuDF is basically C++ libraries which primarily calls
behind the scene CUDA libraries like crust. And all while cuDF is basically a Python
wrapper over all of this there is a Python library for manipulating GPU data frames and it
is primarily meant to look very similar to Pandas API.

So, the idea is that if a user has already a sequential code using Pandas. It becomes very
easy for them to just fit to this module and import cuDF instead of importing Pandas and
rest all API should ideally look the same it also has APIs where you can import the data
from Pandas or convert your GPU cuDF based data frame to Pandas equivalent.

And behind the scene it calls the CUDA C++ library which we just saw some time back.
And we can also define suppose as | told you that many of these functionalities should
ideally run on the GPU and there are C++ functions which are written behind the scenes
already for join for string operations and all, but what if you want a function which is
kind of not present in the standard list right. What if you want a user defined function

which does not exist and you want to do that on your corner database.

So, cuDF basically provides JIT compilation just in time compilation of user defined
function using another package called as Numba. In fact, we will be looking at how to
use this to write your own accelerated functions to be run on the GPUs. So, this is one of

the thing where you need to slightly understand some of the CUDA related details into
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more to understand the architecture and we will be looking at it in a certain while when

we start looking at the demo.
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So, it has various functions including string support as well. It provides a lot of regular
expressions you could do element wise operation, group by operations and there are
various. So, as we are told last time that RAPIDS is basically open source project and

everybody it is a large project there are so many models and packages inside it.

So many contributors from around the world and it keeps on improving by the time you
might start using it in your own project. You might see more functionalities, which we

are seeing is futuristic might have already been added to the RAPIDS ecosystem.
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Extraction is the Cornerstone

- Follow Pandas APIs and provide >10x speedup

import pandas, cudf

. CSV Reader - v0.2, CSV Writer v0.8
. Parquet Reader - v0.7, Parquet Writer v0.10

%time len(pandas.read_csv('data/nyc/yellow_tripdata_2015-01,csv')

CPU times: user 25.9 5, sys: 3.26 5, total: 2.2 s

. ORC Reader - v0.7, ORC Writer v0.10 wall time: 29.2 s
12748986

. JSON Reader - v0.8

. Avro Reader - v0.9

%time len(cudf.read_csv('data/nyc/yellow_tripdata_2015-81.csv')

CPU times: user 1.59 s, sys: 372 ms, total: 1.96 s
Wall time: 2.12 s

- GPU Direct Storage integration in progress for 271658

bypassing PCle bottlenecks! du -hs data/nyc/yellow_tripdata_2015-81.csv

1.96  data/nyc/yellow_tripdata_2015-81.csv

- Key is GPU-accelerating both parsing and
decompression wherever possible Source: e ol oy QL Perfomance: Port 1 -t e Formats

There is another package which is very very key for faster data loading which is called as
culO, culO is basically an APl which provides you functionalities for reading files or
doing a 1/0 operations like reading a CSV file. There are different kinds of readers like
ORC reader if you are having a JSON file then read a JSON file.

And behind the scene it supports a very high speed read functionality and low latency
using certain features like GPU direct storage. It basically bypasses a large amount of
bottlenecks, which are there behind the scenes when you read from a file and directly
store it in the GPU and that is why it is called a GPU direct storage. So, it will take care

of all the optimizations whenever you want to read large files onto the GPU.

So, it does a lot of operations like parsing because like JSON you need to parse it does
the parsing and decompress wherever possible. And culO is one of the most critical
component in case you are reading from files as well. So, with that let me quickly move

ahead and move towards the demo part of it.
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i i A Notebook jupyter notebook/CuDF/01-Intro_to_cuDF.ipynb i
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b94669:0320327e-2224-4319-a566-afe22b598b55
[T 2022-04-04 10:52:22.340 pp] Saving file at /START EERE.ipynb
[T 2022-04-04 10:52:30.156 ServerApp] Saving file at /jupyter notebook/CuDF/01-Intro to_ cuDF.
A ipynb
Config 3x Notebook jupyter notebook/CuDF/02-Intro_to_cuDF_UDFs.ip
=g B e ynb is not trusted
on miemoteNG  » | [I 2022-04-04 10:55:35,953 ServerApp] Kernel started: 5a285380-6e38-4d20-877e-57c7a2dc5829
Facel Gener [T 2022-04-04 10:57:35.414 ServerApp] Saving file at /jupyter notebook/CuDF/02-Intro_to_cuDF_
[ UDFs. ipynb
ot [T 2022-04-04 11:17:10.446 Serveripp] Rernel restarted: e28c0425-07af-4fle-a38d-8887dcb94669
Passord  sesseoses [I 2022-04-04 11:17:11.415 ServerApp] Starting buffering for e28c0425-07af-4fle-a38d-8887dcb9
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Protocal  SSH version2 [I 2022-04-04 11:17:11.466 ServerApp] Restoring ion for -07af-4f1e-a38d-8887dc
:’ . ?mnm 2 b94669:0320327e-2224-4319-a566-afe22b598b55

= [T 2022-04-04 11:19:05.437 ServerApp] Saving file at /jupyter notebook/CuDF/01-Intro to cuDF.
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735(“ : & jupyterlab nvdashboard | extension failed loading with *

If":; - message: module 'jupyterlab nvdashboard' has no attribute 'load jupyter server extension’
[ intemal [I 2022-04-04 10:49:25,878 ServerhApp] Serving notebooks from local directory: /workspace
Boonenes [T 2022-04-04 10:49:25.878 Serveripp] Jupyter Server 1.13.1 is rumning at:
E [T 2022-04-04 10:49:25.878 ServerApp] http://bharatk-udt:8888/lab
Bssiene [I 2022-04-04 10:49:25.878 serverApp] or http://127.0.0.1:8888/lab
Bouac [I 2022-04-04 10:49:25.878 ServerApp] Use Control-C to stop this server and shut down all ker
Qe nels (twice to skip confirmation).
& P PUTTY Saved Sessions RERONON Beyoen &
AC[I 2022-04-04 10:49:26.600 ServerApp] interrupted
Serving notebooks from local directory: /workspace
0 active kernels
Jupyter Server 1.13.1 is running at:
Config 2 x http://bharatk-udt:8888/lab
=40 @ e or http://127.0.0.1:8888/1ab
o miemoteN  » Shutdown this Jupyter server (y/[n])? ACIC 2022-04-04 10:49:26.782 ServerApp] received signal
Pavel Geneal 2, stopping
b ‘f‘:‘“j‘"w piorprs [I 2022-04-04 10:49:26.783 ServerApp] Shutting down 5 extensions
e i [T 2022-04-04 10:49:26.784 ServerApp] Shutting down 0 kernels
Mool seessens [I 2022-04-04 10:49:26.784 Serverhpp] Shutting down 0 terminals
bharatk@bharatk-udt:~/github_repo/gpubootcamp/ai/RAPIDS$ sudo docker ps
Stve2 CONTAINER ID IMAGE COMMAND CREATED  STATUS PORTS NAMES
= 2 bharatk@bharatk-udt:~/github_repo/gpubootcamp/ai/RAPIDS$ sudo docker run --mm -it --gpus=all
PUTTY Session Default Settings -
--network=host -p 8888:8888 rapids
? o WARNING: Published ports are discarded when using host network mode
s s he rame trat il be dispaed in
the comections ree This container image and its contents are governed by the NVIDIA Deep Learning Container Lice ,

So, behind the scenes what | have done is | am basically running a particular lab and just
to again show you previously we had shown this to you that | have basically created a

docker container.
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- AR - @ S
3% 0 s (B nackqadeo NPTEL *
Removing intermediate container dc4c2£280b86
-=-> 51£2706£2431
Step 9/9 : CMD jupyter lab --no-browser --allow-root --ip=0.0.0.0 --port=8888 --NotebookApp.t
oken="" --notebook-dir=/workspace
---> Running in 3a459¢173737
Removing intermediate container 3a459¢173737
-==> 92dce31db5a6

Successfully built 92dce31dbSaé

Successfully tagged rapids:latest

bharatkébharatk-udt:~/github_repo/gpubootcamp/ai/RAPIDS$ 1s

Dockerfile English RAPIDS README.MD Singularity

bharatkébharatk-udt:~/github repo/gpubootcamp/ai/RAPIDS$

WARNING: Published ports are discarded when using host network mode

~ This container image and its contents are governed by the NVIDIA Deep Learning Container Lice
nse.

By pulling and using the container, you accept the terms and conditions of this license:
https://developer.download.nvidia.com/licenses/NVIDIA Deep Learning Container License.pdf

A JupyterLab server has been started!
To access it, visit http://localhost:8888 on your host machine.
Ensure the following arquments were added to "docker run" to expose the JupyterLab server to
z your host machine:
i -p 8888:8888 -p 8787:8787 -p 8786:8786
Make local folders visible by bind mounting to /rapids/notebooks/host

And we have provided you some of the links on the slack channel, but along with that 1
am going to also provide the links. Again once more at the end of the lecture on the slack
channel where you can find the source code that we are showing and if you want you can
also run it on the cloud infrastructures which are free versions. Or if you have a GPU

access you can use the container to run it on your own machine as well.

So, you can see here I am running a docker container I am exposing it to all of the GPUs.

And behind the scenes | am actually running on a particular port.
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Here is the list of contents in the lab:
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* woac WA| a2/ 1o ® e
2 Quadro G190 OFF | 00000000:46:09.8 OFF os#
nmoac P MM/ 18 / 32508458 ® Defalt

So, you can see | already launched the lab and just to show you the lab is running on the
machine. And this machine basically has primarily three cards GPU cards it is a slightly
different card this is Quadro GV100 can see a Quadro GV100. This is a Volta card this
one as you can see has so much of memory 32 GB of memory, which is present in this

Volta card it is a desktop actually not a server.

So, it is having a active cooling component with its own fan and all and it is sitting in a

workstation at my desk at this point of time. So, as you can see here via mvidia-smi | can
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see that | have the GPUs exposed to me inside the container. So, the lab that | am
showing you here is basically a lab which has different components of RAPIDS and we

are going to go through each one of them.
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So, the lab basically whatever | showed you in terms of RAPIDS ecosystem is kind of

present in the theory section and what | am going to show you now is the part of cuDF.
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Here is the list of contents in the lab:

So, the component that we are looking at here is cuDF and as | told you basically; so, |

am going to keep on running some of those things.
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So, some of you should be already familiar with the CPU equivalent which is Pandas.
Generally you will have two types of data unstructured and structured when | say
unstructured I am generally referring to data like text images or videos. When | talk

about structured data I am generally talking about columnar structures like in form of

CSVs and all.
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There are various tools which exist in the Python environment to do a lot of things. But
one of the most popular one out there is Pandas which is which represents data in form of
a table. And it allows you to manipulate the data perform various kinds of operations that

we are going to see in this particular lab.
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So, the first thing that | am doing here is | am importing Pandas and after importing the
Pandas you can see here. What | am doing is | am creating a data frame in the data frame

what we are doing is | am creating certain key k value pair you can see here df of key.

And df for value and then I am printing values you can see here it has created these
values 0, 0, 2, 2, 3 as the key and the value is form of a range from starting from 10
which is in type of float you can see and it goes till 10, 11, 12, 13, 14 right. So, this is
how very easily you can actually create data frame and then you can perform different

kinds of operation on this particular data.
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So, here like one of the example is that what | am doing is | am telling that I want
summation of all the columns of value and then print the finally, aggregated value right.
So, you can see here if you just add up these values from 10, 11, 12, 13, 14 the value
which will come is 60. So, what you are doing is you are trying to do operations on this

data certain kind of operations on this data.

Now, Pandas as you can see is very flexible and it is quite good, but when we talk about
working on smaller data set it works really really fine and it can give you all the benefits
that you have. But if you are talking about increasingly complex workloads where you
want to do more complex functionalities on it and or if you have a large data set that you
need to work on this data frames on. In that case we recommend you to go towards
RAPIDS which is the equivalent of the Pandas.
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So, you can see here what we are doing is we have imported cuDF. Instead of importing
Pandas we have imported cuDF and rest all values remain the same. You can see here
that we have cuDF data frame we have key and value there is literally no change apart
from the fact that instead of importing Pandas. | have now imported cuDF and rest all
things remain the same except for the fact that these values are getting created on the

GPU.
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And when | run any of the activity on this particular data frame like summation here it is
actually going to run this on the GPU and not on the CPU. So, this is the only thing
which means you start using the GPU functionality on by using the data frame cuDF
instead of using partners. So, now, we are going to look at different kinds of
functionalities which are provided on the Pandas on the cuDF part of it. And it is based
on the guide of 10 minutes to cuDF and we can see some of the activities, which will

give you an idea.
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In the end we will end up will showing you when can you actually get the benefit of
cuDF. Ending with that in this particular notebook followed by writing your custom
defined functions. So, you can see here we are actually creating object instead of creating
a normal one we are creating a series and you can see here in this particular series you

have certain objects which are also null.

So, you can also specify values for each column. Now you can see here you are creating
a DataFrame which is of size 20 and you can see here the a column basically has the

range till 20, while b is actually a reverse range and c is again the normal range here.
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So, when you print the value of df you can see here you have basically three columns a b
and c, a and ¢ being a normal range, b being starting a reverse range and you can see here
the value starts from 0 and goes till 19 and for the PDF also. So, this is another version
which | just told you that cuDF is kind of compatible with pandas which means you can

actually create a pandas DataFrame.

You can see here | am creating a pandas DataFrame, which actually means this is going
to create the data frame on the CPU and not on the GPU and then | say get cuDF dot
DataFrame from pandas. So, which means | am importing the data which was created on
the CPU to the GPU.
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So, it in it takes the values of data frame created on the CPU using Pandas and transfers

them behind the scene to the GPU to be used in a cuDF environment to be run on the

GPU.
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So, there are different kinds of visualization techniques which are also available like this
will just print the head values which are the first two rows primarily. You can also sort
the values based on a particular column like here we are saying | want to sort the values

based on b and if you remember b was kind of inverted in nature.
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So, if the value started from 19 and it went on till 1, but when | sort the values of b the
values of b are getting sorted, but at the same time its equivalent row values are also
getting changed accordingly. So, you are doing sort based on this particular value here

right.
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0. Selection by Position

You can print a single column if you want like this or. So, | just do not need to go to that
part or what you can do is you can select rows particularly. Like here you are saying |
want rows from index 2 to index 5 right, and the columns that | want those for is a and b

and | do not want it for c particularly.

1105



(Refer Slide Time: 20:28)

P GERR0edc0R0LERONRNBRBRMC : TREEe 200 cGseasaeea00L X

€ 5 C O loclhost per ot DF/01-Intro_to,cuDF. Q@

B pyten B tntson 6P, @ QDA B Hacathon Custer [ 220 Bootca (G ATl

s M- L 0 .
v B

0.

- Selection by Label

Selection by Position

So, you can see here it starts from 2 and it goes on till 5. And we are only getting the data
which is of column a and b. So, df dot loc loc locate and then we are giving it the range
the rows and columns that we want to be exported as. We can also select via a particular
location using the iloc function and you can see here that | want only the location 0.

So, in that particular case it is giving me all the three values of the columns at the zeroth
row. So, a having 0, ¢ having 0 and the b column having the value 19, so it is giving me
the zeroth row of all the three columns and you would have guessed it by now what does
this do.

So, you can see that it is basically saying | want the rows 0, 1 and 2. And | want it for
column 0 and 1. So, if you can see here when | give a range in this particular fashion it
excludes the last part right, so I am saying | want 0, 1 and 2. So, it is taking from 0, 1 and
2 and this one is also 0 and 1. So, it is giving the first two columns and the first three

rows primarily here.
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Exercise 1

» Solution

Similarly, I think by now you would have guessed it what does this do. So, it will give
me the third row and the fourth row for all the columns which is a b and c. Because we
did not explicitly state the column part of it excluding the last excluding the last one here

yeah right; so this is how it is.
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And so, let me just not give you this exercise this is kind of very simple. So, we will give

you much more tougher exercise in a bit where you would be able to select something.
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So, selection of rows in a data frame of series by direct Boolean indexing. So, Boolean
indexing is another feature where you have your data frame and what you are saying is
that only if the value of b is greater than 15 then only put it then only print it right. So,
only the values of only the rows where the b value is greater than 15 becomes part of the

new frame right or if the b value is only 3.

In that particular case so if you see here | am using a particular API called as query. So,
we can use the query to get this details. So, here I use the conditional statement in form
of logic. While here | am using another APl which is the query and query basically states

that only if the b’s value is 3 then only select that particular value.
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Exercise 2

» Solution

Missing Data

You can also assign certain variables if you are writing Python codes you are taking your

data from somewhere else you can do the same thing by using component inside Python.

So, at the rate basically refers to a variable which has been previously assigned. So, this

is all fine.

1109



