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Welcome back everyone. This is the 3rd lecture on Distributed Deep Learning. So, far
what we have covered is the necessity of using deep learning, we also covered the part of
what is the impact of different kinds of system topology. And, we saw a demo of on a
machine which is called a DGXV and which is consisting of 8 volta cards.

And, we saw the impact of latency and throughput and the effect of using peer to peer
transfers using NVLink versus the non-NVLink based system and how the it can get
impacted. We briefly covered the usage of NGC and how TensorFlow and or what kind

of support distributed deep learning.

Today, we will go slightly deeper into two frameworks. One is TensorFlow, another is
Horovod and we will look at a demo of it. Followed by in the end, we will look at what
kind of a problems that you can face when you start using distributed deep learning and
what convergence problems can come, how the accuracy get effected and how you can
solve some of those problems as well. So, let us get started and with this we are going to
start with distributed training and TensorFlow.
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TENSORFLOW

tf.distribute AP

Tensorflow uses tf.distribute.Strategy API to distribute training across multiple GPUs, multiple machines
or TPUs. Using this API, developer can distribute your existing models and training code with minimal
code changes.

Tensorflow Strategies can be briefly summarized into two axes :

us vs Asynchronous training
+ In sync training, all workers train over different slices of input data in sync and aggregate gradients at each step.

+ In async training, all workers are independently training over the input data and updating variables
asynchronously.

are platform

+You may want to scale your training onto multiple GPUs on one machine, or multiple machines in a network (with
0 or more GPUs each), or on Cloud TPUs.

This matera s released by NVIDA Corporation ueder the Creatve Commens Atribetion 4.0 nterna

So, as we said all of the frameworks support distributed deep learning. This one is
particularly referring to the TensorFlow APIs. If | look at from a point of view of this
support, basically it has multiple implementation. And, these implementations are based
on two types or two axes. One is synchronous versus asynchronous and the second one is

based on the hardware type that you are going to run this particular strategy on.

So, in the synchronous versus asynchronous, we have touched this in the previous
lecture. In the synchronous training all the workers train over different slices in a
synchronous fashion and the gradient aggregation happens at every step. While, in
asynchronous all the workers work independently training over the input data and

updating the variables asynchronously.

Again, the second axes is hardware platform. TensorFlow supports multiple hardware. It
supports GPU, it also supports multi-distributed training across CPUs and also on Cloud

TPUs which is a Tensor Processing Units by Google.
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TENSORFLOW

tf.dis

* MirroredStrategy

« tf.distribute.MirroredStrategy supports synchronous distributed training on multiple GPUs on one
machine. It creates one replica per GPU device. Each variable in the model is mirrored across all
the replicas. These variables are kept in sync with each other by applying identical updates.

* MultiWorkerMirroredStrategy

+ tf.distribute.MultiWorkerMirroredStrategy is ve ilar to MirroredStrategy. It implements
syn istributed training across multif ers, each with potentially multiple GPUs.
Sim .distribute.MirroredStrategy, it c copies of all variables in the model on each
device across all workers.

* CentralStorageStrategy

+ tf.distribute.experimental.CentralStorageStrategy does synchronous training as well. Variables
are not mirrored, instead they are placed on the CPU and operations are replicated across all
local GPUs. If there is only one GPU, all variables and operations will be placed on that GPU.

This materal s released by NVIDIA Corporation nder the Creatve Commons Atribetion 4.0 nternat

So, TensorFlow supports total of 5 strategies that we can use on the GPUs. There are
more strategies once that once can be used for accelerator more like for Google TPUs
and all. But, we are not going to touch upon them in this particular session, but let me go
through the ones which are useful for the accelerators.

So, the first one is the MirroredStrategy, | have kind of highlighted some of the
keywords. First, is it is synchronous in nature. It creates the replica per GPU. So, one of
the key things its part of the data parallel and you can see it will create a replica per
GPU. And, each variable in the model is mirrored and the variables are always kept in

sync and that is what mirrored strategy works on.

MultiWorkerMirroredStrategy as the name says, the keyword there is multiple workers.
So, it is very similar to the MirroredStrategy, but it creates multiple worker each with
potentially multiple GPUs. It creates similarly to mirrored strategic copy of all the
variables in the model on each device and across all the workers. There is another
strategy which can be used which is CentralStorageStrategy, where the variables are not

mirrored.

The updation of the variables or the main copy of it is kept or placed on the CPU and the
operations are replicated across local GPUs. So, all so, if there was suppose only one

GPU, in that case it will reside only on that particular one GPU.
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TENSORFLOW

tf.dis

* ParameterServerStrategy

+ Parameter server training is a common data-parallel method to scale up model
training on multiple machines. A parameter server training cluster consists of workers
and parameter servers. Variables are created on parameter servers and they are
read and updated by workers in each step.

* OneDeviceStrategy

+ tf.distribute.OneDeviceStrategy is a strategy to place all variables and computation on a single
specified device.

ParameterServerStrategy, we had covered to certain extent last time and it is common
data parallel method to scale up. And, it kind of helps because all the workers are not
talking to each other, while they fundamentally talk to a parameter server and it consist
of multiple workers. So, the variables are created on the parameter servers and they are

read and updated by the workers in each and every step.

Another one is OneDeviceStrategy, where you can define where to place all the

variables, on which particular single device you would like to put them on.

(Refer Slide Time: 05:52)

TENSORFLOW

1. Create an instance of the appropriate tf.distribute.Strategy

Ex : Creating a ‘MirroredStrategy" object. This will handle distribution, and provides a context manager to
build your
model inside. ('tf.distribute.MirroredStrategy.scope’)

strategy = tf.distribute. MirroredStrategy()

2. Move the creation of model, optimizer and metrics inside strateqy.scope(

with strategy.scope():
model = tf.keras.Sequential(....)
model.compile(...)

This materal s released by NVIDA Corporation under the Creative Commons Atrition 4.0 nter
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So, let us look at the steps which are required inside TensorFlow to convert your normal
training to a distributed training. So, the first step in this particular example that we are
showing is first of all we are using a mirrored strategy and here you can see the first

thing is we are defining the strategy ourself.

The second step in this particular session, in this particular approach is to bundle your
existing model within the scope of that strategy. So, you can see here that we are saying
within the strategy dot scope, | am going to define my model. So, that model is defined

within the scope of that particular strategy, that you have chosen.

If you are not using the distributed strategy, if you are doing it on a normal one GPU;
this step is not required right. You would directly start creating your model layers. So,
we can say it is quite simple to do this. And, the TensorFlow kind of makes the scaling
very very easier by only a few lines of code. We will look at the code into more details

later also.

(Refer Slide Time: 07:08)

INTRODUCTION TO
HOROVOD

But, before showing you the hands on part of it, let me also introduce you to another
framework which is Horovod. And, then we will look at the demo of the Horovod and

TensorFlow both of them.
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INTRODUCTION TO HOROVOD .

+ Horovod is a distributed deep learning training framework
+ Supports TensorFlow, Keras, PyTorch, and Apache MXNet.
+ Easy to Install and use

+ Minimal code changes

+ Proven Scalability

+  Uses Advanced algorithms from HPC

So, Horovod basically is a library for distributed deep learning. It was initially a tool for
internal use at Uber which was later open source for the community. Apart from the
features which we have, it also have additional tools such as Horovod timeline which can
be used to analyse the time taken for each operation and optimize accordingly. So, we
can see what all features it has. It supports in the back end, it supports TensorFlow, it

supports Keras, PyTorch, Apache’s.

So, you can think of Horovod as a meta framework over existing frameworks like
TensorFlow, PyTorch and all. It is very easy to install. There is almost minimal code
changes that you have to do. And, Horovod has been used for multiple exercises and for
even doing exascale kind of computing. It uses some advanced techniques to do really

good scaling or it has different types of optimizers which are used in those scenarios.
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INTRODUCTION TO HOROVOD

(b) DecpLabv3+
Fig. 4: Weak scaling results in terms of images/sec and sustained performance in PF/s on Summit (FP16 and FP32, Tiramisu and
DeepLabv3+) and Piz Daint (FP32, Tiramisu). The dashed lines represent the ideal scaling lines for the different architectures
and precisions

nda. M., Luetv, N._ Phiips, E.. & Houston, M. (2018, November), Exascale deep learming for ¢
rce for Hgh Perfomance Computing, Networking. Storage, and Analyss (p. 51).IEEE Press. a
This materai

So, Horovod has been used widely and is proven to be scalable across as | said 1000s of
GPUs and nodes. This is from a paper Exascale Deep Learning for Climate Analytics
and the model was trained on the summit supercomputer, with that let us now move to

scaling a training script using Horovod.

But, the key point again that | would like to have here is that this is like a petaflop
simulations and the number of GPUs across which it was run. And, you can see it is

scaling pretty well.

(Refer Slide Time: 09:07)

HOROVOD

H

The following steps needs to be done while using Horovod with Tensorflow
. Initialize Horovod

. Pin each GPU to a single process.

. Wrap the optimiser in Horovod Distributed optimiser. The distributed optimiser delegates
gradient computation to the original optimiser, averages gradients using all-reduce or all-gather,
and then applies those averaged gradients.

. Broadcast the initial variable states from rank 0 to all other processes.

. Modify your code to save checkpoints only on worker 0 to prevent other workers from corrupting
them.

This materal s released by NVIDIA Corporation nder the Creative Commons Atrition 4.0 nter
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Horovod actually takes it its | would say motivation from something called as MPI. MPI
stands for Message Passing Interface. It is one of the most prevalent distributed
computing model in the high performance computing environment. Who are working in
molecular dynamics, computational fluid dynamics and all those kinds of high-
performance computing domain, if you want to scale or if you want to distribute your

work across multiple nodes; the model which is used is message passing interface.

And, Horovod uses the MPI model where each multi-CPU thread would be launched,
each of them corresponding to one GPU which is very different from the TensorFlow
case, where one CPU thread was used to handle all the GPUs. This was the design choice

by the Horovod team.

And, it is very very critical to understand this because this is one of the fundamental
reason why Horovod can scale really well. The steps which are required in the code to
make use of Horovod is; obviously, like MPI we need to do initialization. Initialization is
key to finding out different aspects behind the scenes and Horovod kind of sets the

context there. Then, you pin each GPU to a single process.

So, you would define multiple you at runtime you will define how many processes you
want and then for each process you will pin a particular GPU. So, you can pin one or
more GPUs to a single process. Like TensorFlow again you are going to wrap the

optimizer also inside Horovod distributed optimizer.

So, you are going to wrap the existing optimizer onto the Horovod distributed optimizer
which will be responsible for calculating or delegating the gradient computation to the
original optimizer. So, it does the gradient calculation to original optimizer whichever is
there, but it takes the responsibility of averaging the gradient across multiple processes
using MPI features, like all reduced, all gathered which are very well known in the MPI

community.

And, it is proven to be working really well with different kinds of topologies using
InfiniBand like structure and all. And, then applying those average gradients and once it
is done with that. So, it is basically broadcasts the initial variable states from rank 0 to all
the other processes. And, if you want you the code, you will have to change certain code

to safety checkpoints and other things only by worker 0.
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So, you do not want all of the workers or all the processes to save the checkpoint because
the same state is maintained by everyone. So, there is no need of everyone writing to the

same writing the same checkpointing values and corrupting them in short.

(Refer Slide Time: 12:19)

HOROVOD

1 TN

+ Initialise Horovod

hvd.init()

+ Pin each GPU to a single process.

gpus = tf.config.experimental.list_physical_devices(GPU')
for gpu in gpus:
tf.config.experimental.set_memory_growth(gpu, True)
if gpus:
tf.config.experimental.set_visible_devices(gpus[hvd.local_rank()], ‘GPU)

So, from a code point of view this is how it will look like. We first import and then we
will initialize the Horovod for the entire script. We then are going to pin the GPUs to a
single process and you can see here the code which is we are first of all getting all the
listed devices available. We get that particular list and for every GPU we are basically
based on the rank of that particular process, like the process when you are launching said

Horovod.

If you are launching two process, there will be process 1 will get a rank of 0, process 1
will get a rank of a process 2 will get a rank of 1. So, based on the rank which every
Horovod process gets, you would do set visible device which means every process will
get its own GPU. In TensorFlow, the strategy APl would handle the updates, reading of

the weights and making identical updates.
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HOROVOD

+ Wrap the optimiser in Horovod Distributed optimiser. The distributed optimiser delegates gradient
computation to the original optimiser, averages gradients using all-reduce or all-gather, and then applies
those averaged gradients.

opt = hvd.DistributedOptimizer(opt)

+ Broadcast the initial variable states from rank 0 to all other processes.

hvd.callbacks.BroadcastGlobalVariablesCallback(0)

But, in Horovod we can use the optimizer of a distributed optimizer method, updates are
identical and are kept in sync. So, if you see here, we can choose our own optimizer and
then wrap that optimizer inside the distributed optimizer. So, the current optimizer will
continue to work, but the distributed optimizer as we said before, responsibility there for
it is to make sure that it will basically take over and do the all reduce and all gathered

part of it.

And, then do the averaging of the gradients and then you can also define callbacks from
rank O to all the other processes.
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HOROVOD

* Modify your code to print stats and save checkpoints only on worker 0 to prevent other workers
from corrupting them.

# Horovod: write logs only worker 0.
verbose = 1 if hvd.rank() == 0 else C
model.fit(dataset, ..., verbose=verbose)

# Horovod: save checkpoints only on worker 0 to prevent other workers from corrupting them.
if hvd.rank() == 0:
callbacks.append(keras.callbacks.ModelCheckpoint('. /checkpoint-{epoch}.h5))

Irvioa
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The last, but not the least we already said to you that you can save checkpoints and we
would ideally like only one worker and worker 0. So, that they are to prevent the other
workers from corrupt corrupting them. So, you can say only if my rank is 0, then only |
am going to basically save my checkpoints via basically a hook.

(Refer Slide Time: 14:49)

HOROVO

Running Horovod

Single Node

horovodrun -np 4 python train.py

Multi-node

horovedrun -np 8 -H server1:4,server2:4 python train.py

T materal 5 reeased by MVTOU Corporation uder the Creatve Commons At

So, this is what kind of completes the flow of the Horovod part of it.
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Let me take you to the live as into the code.

(Refer Slide Time: 14:59)

AUES0Q0edco0etEHONRREBREAC: TEROEe80Hc80000 x # + S
ag s PO*OROS

“ C O localhost2383

B Python Peromanc.. [ Hands-on GPUPro.. & CUDA book e [ Hackathon Custer. [ 2020 indiaBootea.. [ PM-Tool Bootcamp.. [ Paratel Thinking NP;:L
e
» jopye w
L 3y a5 —
Noise Scale
%
0
*

Critical Batch Size

So, that you get an idea of how it looks like.
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So, we are going to continue from our session which we did last time also.
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So, if you remember I launched the start here notebook.
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In the start here notebook, we basically went through the part of the concept or the
necessity of distributed deep learning. Then, we saw the system topology and what was
NCCL, how it was impacting the performance. And, today we are looking at the
TensorFlow and Horovod implementation. So, again | am not going to repeat the theory

part of it which | just explained in the method.
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So, the all of these notebooks where they exist would be provided to you on the slack
channel. The link would be provided. These are all open source notebooks. You can go
ahead download them and try them in a multi GPU environment, you would require at
least two GPUs to get a feeling of how you can distribute the work across multiple

GPUs; within a single GPU environment these labs will be of almost of no use.
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As we showed you earlier there are different kinds of strategies, like what we did not
show you was there is a different strategy for TPU which is Google’s TPU. And, you can

run it and set it in case you are using any other kind of a hardware as well.
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So, let me just start running the code one by one. So, like in the previously we are
importing the tensorflow, then the keras. If you remember last time if |1 will show you the

terminal ones.
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This particular yeah.
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So, if you remember this particular machine, it has basically 8 GPUs.
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And, you can see here 1 0123456 7 and we also talk about how to see ok. So, there is
a lag which is happening nvidia-smi topo -m will basically show you the system

topology as well.
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So, we are in a machine where we have 8 GPUs. So, here you can see that | have set the
CUDA _VISIBLE_DEVICES to all of the available GPUs.
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1l 3 © Python 3 ipykemed) | ide

And, we are again running the fashion mnist data set.
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€ C @ localhost8388/l2b?

ython, Performanc... [E] Hands-on GPUPro..  {§ CUDAbookrevse-.. [ Hackathon Custer.

Vew Run Kemel Tabs Setings Help

c @ Laurcher X W Strt Hereipynd X WaComegenceignh X

eee3113905: fworksg X

w
+
]
-

» B+X0O0» s Cw» Cte v Pytwn 3 (ipykemel) O

LLt5+25 L1171 SSOSES" W TENSOPTLON) COne PLITYCrR) 10U/ BICELR MR BrOvAter e I54] AL STTASSRS T GET & boogie
Lon bearer token falled, retuming a0 eapty token. Retrieving token from files failed with Mot found: Could ot Locat
e.”. Retriering token from GCE failed with "Failed precondition: Erroe executing an HTTP request: libcurl code § seaning

“Coulén’t resclve host same’, evror details: Could ot resolve host: setadata”

loading and preparing dataset anist/3.0.1 (download: 11.06 M8, generated: 21.00 M5, total: 32.06 MiB) to /root/tensorflow_da
tasets/enist/3.0.1...
WARNING: abs1:Dataset mmist is bosted on 6CS. Tt will autosatically be downlcaded to your |
5 local data directory. If you'd instead prefer to read directly from cur public 3
° GCS bucket (recommerdsd iF you're running o0 6CP), you can instead pass
try_gessTrue’ to “tfds.load’ or set “data dirsgs://tfds-data/datasets

O 0L Completed [ /4 [02:00<, ? File/s]

Dataset mist dounloaded and prepared to /root/tensorflow_datasets/anist/3.0.

. Subsequent calls will reuse this data.
» 2022-83-25 11:47:45.177518: 1 tensorflou/stress_executor/platfora/default/dso_loader.cc:53] Successfully opened dynasic Library 1§

beuda.se.1

2002-83-25 11:47:45.528367: 1 X fgplgps 8
peiBusiD: 0099:06:00.0 same: Tesla V103-SIN2-1668 cosputeCapability: 7.8
coreClock: 1.536Kz coreCount: 80 devicelesorySize: 15,7818 devicehesorySanduidth: 836.376i8/s

2022-83-25 11:47:49.529729: 1 tensorflou/core/cosmon_runtise/gpu/goy_device.cc:1734] Found device 1 with properties:
peiBusID: 2002:07:62.0 same: Tesla V109-SKQ-1668 computeCapability: 7.0

coreClock: 1.536H: coreCount: 80 devicelemarySize: 15.78GIB devicelemceySanduddth: 836.376i8/s

2022-83-25 11:47:45,531858: 1 tensorlou/core) common_runtine/ gpu/gou_device. ce:1734] Found device 2 with properties;
peiBusID: 0000:02:00.0 rase: Tesla V109-SXM2-16GB computeCapability: 7.8

coreClock: 1,536 coreCount: 80 devicelemorySize: 15,7868 devicehenoeySanduidth: 836.376i8/s

2022-83-25 11:47:49.532389: 1 tensorflou/care/ common_runtise/gou/gou_device.cc:1734] Found device 3 with properties;
peiBusID: 0099:95:00.0 rame: Tesla VIG3-SHQ-1665 computeCapability

1734] Fosnd device @ with properties:

coreClack: 1.536% coreCount: 82 deviceMemorySize: 1578618 devicehemryBarduidth: 836.376i8/s M
. »

1l 3 © Python 3 ipykemed) | ide Saving completed Mode:Command @  Ln11,Col 52 3Hands-on-Muti GPUipynb

cony_modelhs . cony_modelhs . ol | %

So, we do not need to worry about that part.

(Refer Slide Time: 17:41)

A EEQR0edceRotERONRNBRRERC  TAROOEed2E00000 x
€ C O localhost888s/lab?

Performanc.. 5 Hands
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» View Kemel Tabs Settngs H
s v t ¢ | Buumcer X % Sart Herelpyd X HiComegenceigye X R Hands-on Mt G
. 8+ O mCow Cde «
beuselver 011 T
(o) B Last odlied 2002-83-25 11:47:49.681599: 1 tensorflou/strean_executor/platfora/defaclt/dso_loader.ce 53] Successully opened dynasic library 1i
B jupyter. notebook anhourago beusparse.0.11

20228325 11:47:49.682547: T tensorflow/stress_executor/platfora/defaclt/dso_loader.cc:53] Successfully opened dynamic Library 1§

beudnn.50.8
2022-83-25 11:47:49. 623647

ice.cc:1872] Adding visible gou devices: 8,1, 2, 3, 4, 5,

2022.03-25 11:47:50.756251: 1 tensorflou/core/comson_runtine/ gou/gou_device.cc:1734] Found device @ with properties:

] peiBusID: 2090:06:29.8 case: Tesla VIOD-SIN2-16G8 computeCapability: 7. |
coreClock: 15364z coreCount: 89 deviceNesorySize: 15,7868 deviceNemoryBandeldth: $36.37618/s 3
2022-83-25 11:47:50.757582: 1 tensarflou/core/cosson_runtise/gou/gou_device.cc:1734] Found device 1 uith properties:

() peiBusiD: 2090:07:00.2 name: Tesla V180-SU2-16G8 computeCapability’
coreClock: 1.5364 coreComnt: 82 devicelenorySize: 1578618 deviceMemoryBarduidth: 836.376i8/s
2022-83-25 11:47:50.758885: T tensorflou/core/comon_runtise/gou/gpu device. ce:174] Found device 2 with properties:
* peiBusID: 0000:22:20.0 rase: Tesls VIOB-SIN2-1668 cosputeCapability: 7.

coreClock: 1.536ir coreCount: 82 deviceWenorySize: 1578618 deviceNemoryBanduidth: 836.376i8/s
2022-83-25 11:47:50.768234: 1 tensarflou/core/common_runtise/gou/gou_device.cc:1734] Found device 3 with properties.
peiBusiD: €800:20:20.0 rase: Tesla VIOD-SIN2-1668 cosputeCapability
coreClock: 15364 coreCont: 89 deviceemorySize: 1578618 deviceNenoryBanduidth: 836.376i8/s
2022-83-25 11:47:50.763714: 1 ¥ ; device. cc:1734] Fouwd device & with properties:
peiBusID: 8090:85:00.8 rame: Tesla V109-SU-16G8 computeCapability: 7.8
coreClock: 1536z coreComt: 39 deviceNemorySize: 15.78618 deviceNesoryBanduidth: 836.376i8/s
2022-83-25 11:47:50.763029: 1 tensorflou/core/cosson_runt ine/gou/gou_device.cc:1734] Found device § with properties:
peiBusID: 8090:85:00.8 nase: Tesla V190-SU2-16G8 computeCapability’
coreClock: 15364z coreCount: 38 deviceMenorySize: 1576618 deviceMesoryBanduidth: 836.376i8/s
2022-3-25 11:47:50.764323: T tensarflou/core/comon_runtise/gou/gpu_device. cc:1734] Found device § with properties:
peiBusID: §092:85:20.0 case: Tesla VIOB-SH-166B cosputeCapability: 7.8
coreClock: 1.5364r coreComnt: 80 deviceMemorySize: 1578618 deviceNesoryBanduidth: 836.376i8/s

»
1@ 3@ Python3 fipykemel) | ide Saving completed Mode:Command @ Ln11,Col 52 3Hands-on-Muti GPUipynb
conv_modelhs conv_modelhS
z N X " Showall X
Can Canceed
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So, it just downloads the fashion mnist data set.
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So, the first step that we discussed in the in the TensorFlow was to define the strategy.
Here, as you can see here we are seeing tf dot distributed MirroredStrategies. We are
adopting the MirroredStrategy here. And, you can see what it will do is that once you run
it, it will try to you can use number of replicas in sync. You would what all GPUs
devices, how many of them are visible to it can be seen. By this you can see here it can

see almost a all of the devices which is the 8 devices which are available.
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After this, let us run the code again. So, this particular code is basically a code to just do
some additional task of doing defining the batch size. For each and every replica you are

going to have your batch size and then you are going to basically just give it. So, there is

nothing so, great about this code.
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You can just look at the code and just, here we are trying to shuffle the data for the

training and the batch set.
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After you are done with this, you would see that we have to define the scope and you can
see here within the scope here we are creating the model. So, the model is a traditional
convolution neural network model. And, the main idea here is to get it inside the scope
and then within you can define your hyper parameters like what symmetric and what is
the optimizer and all those things here. So, here we are using the Adam optimizer in this

particular case.
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A REQQCedc0RLEROHRRERRAC TR OEeR0w60000 x # + Tk

¢ C O localhost3sss Art PON Ei‘,s
I Pyton Peromanc. [ Handson GPUPro.. & CUDA bookre B racaton st [ 20 tonta [ oot [ Pt Thioking— [ 2m0indaoota- NpTEL

923



Once you are done with that, you can basically call the model dot fit function and it is

ideally supposed to run across all of the GPUs.

(Refer Slide Time: 19:34)

A REQQ0edc 00 LEROHRBERRAC : TARO RS0 QE60000 *
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o ython/keras backend.py:4525: Useriar
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= nccl, num_packs = 1

host/ replica:8/task:8/device:(PU:@ then broadcast to (*/job:localbost/replica:0/task:0/device

t/replica:9/task:9/device:(PL:@ then bros to

replica:0/task:8/device:

sk:afderice: [

/replica:0/task:8/device:(PU:0 then becadcast to (" [fob:localbost/repl

#/device:CPU:0 then broadcast to

€PU:8 then broadcast to (*/joblocalhost/replica:@/task:@/device

ask: 8/ device:(PL: then 2/task:8/d

INFO: tensorflow: Aeduce to /job:localbost/replica:/task:8/device:CPU:@ then becadcast to ('/job:localhost/replica:d/task:8/device:

3 (ipykeme) | Busy

nds-on-Mai-GPUipynb

al X

So, again you can see here it is using nccl. So, it will still use nccl as we have shown you

last time.
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A EEQQ0edco0etERONRBREERAC  TERCORed0Ec80000 x
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o W oot@Teeedt

algorithe = nec ks = 1

om_p
t/replica:9/task:0/device:(PU:@ then broadcast to

ica:9/task:8/device

oue,
INFO:temscrflow: Reduce

Iob: localhost/replica

ask:8/device:CPU-@ then broadcast to (*/job:localhost/replica:0/task:0/device:

replica:0/task:9/device:(PU:R then broadcast to st/ replica:9/task:#/device

o
s
INFO: tenscrflou:Redoce o /ob: localhost/replica:@/task:/device: PU:® then broadcast to (*/fob: localbost/replica:6/task:@/device
oue,)
() 2022-03-25 11:51:01.834561: T tensorlow/streas_executor/platfora/defaslt/dso_loader.cc:53] Successfully opened dynasic library 1i

ensorflou/streas_executor/cuda/cuda_dn. cc:389] Loaded csDIN version 8202 [
881 1 tensorflou/streas_executor/cuda/cuda_dun.cc:389] Loaded culM version 8282
1: T tensorflou/streas_executor/platforn/default/dso_loader.

3] Successfully opened dynasic Library 1i

ensarf lou/streas_executor cudajcuda_dnn,cc:388] Loaded csOM version 8202
ensarflou/streas_executor/ cuda/cuda_dnn.cc:383] Loaded csOW version 8202
worflou/streas_executor/platfora/default/dso_loader.cc:53] Successfully opened dynasic Library 1i

5: 1 tensorfloa/streas_executor/cuda/cuda_don.cc:389] Loaded cuDM version 8202
ensorflo/ xecutor/cuda/cuda_dnn . cc:389] Loaded version 8202

3: T tensarflo/streas_executor/cuda/cuda_den.cc:383] Loaded cuOW version 8202

2022-23-25 11:51:08. 45,

Result
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202-93-25 11:51:04. 45438
2022-83-25 11:51:05. 358213
2022-93-25 11:51:85.

388] Loaded culW version 8202
389] Loaded cOM version 8262
Soccessfully opened dynamic libeary 1t

sorflou/stress_executor/cudajcuda_don. cc
a/cuda_doo ]
T tensorflou/stress_executor/platforn/defaclt/dso_loader. cc

:389) Loaded c:OMN version 8202
sorflou/streas_executor/ cuda/coda_dnn. cc:369] Loaded cuOM version 8202
dnn.cc:380] Loaded cuOWN version 8202
20

execy

2022-83-25 11:51:93. 314007
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Irages/se
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@ 18as/step - loss:
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wees] - 85 1as/step -

»
13 © pyvonippteme e Saving compleed Vode Command. @ 1115,Col 28 3Handsor-Ma GPUpynb

com modelhs conv

o A N Showall X

And, it will start the job and.
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So, you can see here it has already finished and the images per second is almost 213891.
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So, it was quite easy to run it on a TensorFlow environment, practically a code does not

change so much.
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| am going to just run this particular cell.
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Because, TensorFlow kind of does not read the allocation and it will not allow us to run

the Horovod simulation. So, | am just shutting down the kernel, just to make sure we

have freed up all these space.
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Horovod's MPI Roots

So, so this was a very quick demo of how to use TensorFlow. Now, we are going to
move towards Horovod. So, Horovod again | have told you that it takes its motivation

from MPI which has been the most scalable distributed framework, that we have seen in

the high performance computing domains.
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But, it basically has to make sure that it kind of adheres to certain principles like pin the
process to its own exclusive GPU. So, every process is going to pin itself to a particular
GPU. It will utilize a single rank for broadcasting values that needs to be used uniformly.
So, a single rank needs to be used for broadcasting the values. Utilize a single rank for
collecting the values and reducing, because without this there would be a problem in

terms of the accuracy.

So, utilize a single rank for also logging and writing to the disk. So, generally this is
done by your a primary process or the rank 0. And, I will show you what do | mean by
that right. So, you can see here you are first doing the initialization. After the
initialization basically, the second thing which we told is you have to set the set visible

device.
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And, it is based on the rank. So, the rank 0 will set the g will use the GPU 0, rank 1 will
use GPU 1, that is how it uses. And, then you will define your own distributed, you will

wrap the optimizer onto distributed optimizer.
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So, let us look at the actual code here. So, again you can see we are using Horovod, but
we are using within horovods still tensorflow. As | said that Horovod is basically a
higher level framework. It is it can work on different backends like PyTorch and other

methods also. Here, we are still using horovod, but over tensorflow. But, if you write
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code in Horovod, it can use any of the back ends. So, let us use initialize, the first thing

that we are doing here is to initialize the Horovod. So, till the time it is running anyhow.

(Refer Slide Time: 23:14)
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The second thing which we told was to set the visible device. This is very very critical,
otherwise you will all end up using one single GPU. And, we are doing the same thing,
we are creating the data sets and creating a replica of it to. So, let it run, it is taking an

certain amount of time.
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After you are done with this, as you can see you are creating your normal model which is
in this particular case we are building the model with couple of layers convolution,
MaxPooling, Dropout. And, then we are also defining a normal optimizer, here in this

case we are using the Adam optimizer for doing this.

(Refer Slide Time: 24:04)
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Callbacks

After we are done with the Adam optimizer, we are doing Horovod dot
DistributedOptimizer. So, we are wrapping the existing optimizer within the
DistributedOptimizer and it takes certain flags like how many backward passes you need
per step or average aggregated gradients. Do you want average gradients or not and we
have set this to True obviously. And, then we compile the overall code. Let me check, it

is still not finished.

932



(Refer Slide Time: 24:40)

€ 2 C O locahhost83s8/lab? QA PO

B Python Periormanc.. [ HandsonGPUPro.. & CUDAbookrevse . [ Hackathon Custer. [ 2020 indaBootca [ PM-Tool Boctcamp.. [ Pralel Thinking . ] 2020indiaBootca NpTEL®

ACEE000esc000cEROHRBERBAC: TORCCDASSECE0000 x # + ¥ = (%x

-
= Fe Edt View Run Kemel Tabs Setings Help

™ + -] Intemupt Kemel Mg start Hereipmb x ® X ® -]
./ 00 B C » Code Py®on 3 (ipykemel) O
0 M 4 st Kemeland Gear Al Ouputs. o the modcabons isng st code -
W jupyter_notedook Restart Kemel and Run up to Selected Cel
W e coce Sestart Xermel 0 R All Cells_ cription on h
5] §-GPUS s given at the end
‘Shut Down Kemel
% Shust Down All Kerness.. Iy Librories
Low_datasets as tfds
Change Kemel.. low as tf
iagort keras.
= laport time
Aaport o5
* iaport sys
# Ingort Horoved
faport horovod. tessorflow. keras as hvd
# 1. Horovod: initialize Horowd.
. nit() |
Wih the typical setup of one GPU per peocess, setting this to local_rank the frst GPU, the
second process willbe allocated the second GPU, and so forth.
# 2. Horoved: pin GPU to be used to process Local rank (one GPU per process)
gpus = tF.config. experinental. List_physical devices('U’)
for gou in goes: 4
e Lee A e e
»
1l 3 © Python 3 (ipykeme]) | idie ‘Saving completed @ 3l Uipy!
conv_modelhS A |y commodelhs . el |

(Refer Slide Time: 24:42)

AEEQ00edc000LEROHRRBRERC: TAR0CEedwc80000 « # + ¥ A
€9 C O chonsmg e.eﬁpo»‘%

B Python Performanc.. [ HandsonGPUPro.. & CUDAbookrevse .. [ Hackathon Custer. [ 2020 indaBootca [ PM-Tool Boctcamp.. [ Pralel Thinking . ] 2020 indiaBootca NpTEL®

con madelhS A |y conmodelns . ik | &

Let me just restart the kernel, after you are done with this.
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After that I think we have just written some wrapper to figure out how what is how many

images per second, we are able to calculate using the throughput.
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And, the callback that we are going to provide it with. So, this is the callback that we are
creating to calculate the how many images per second, we are able to work on.
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And in the end yes again, you would do model dot fit. So, you say model dot fit and it

you basically provide it with the same thing. So, you basically are saying this.
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So, let us see if anything has happened.
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It seems to having some problem to run output ok. So, it started working now great. | do

not know what is happening.
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So, there is some refresh problem actually, it is not the problem of a this thing. So, | hope
the code was kind of clear with respect to a model dot fit here. This is going to run

basically a one optimizer, here is one process only.
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And, you can see it is like 67000 something right.
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So, let us stop this as well. So, we have just restarted it.
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And, we are going to now run the horovod with multiple number of processes. You can
see here, I am running the same code, but this code I can define the number of processes.
So, if I have 2 GPUs, | can set -np 2, if | have 4 GPUs, | can set -np 4, if | have 8 GPUs,

| can set -np 8.
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So, based on the number of GPUs that you have, you can basically run this and, ideally it
is supposed to give you the scaling efficiency that you are expecting out of it. So, there is
some problem running this thing on this machine. But, hopefully it will get through in a
bit. So, let it run, till the time we will go back to the theory part and hopefully we have

got an idea of how to use both Horovod and TensorFlow.
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