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End to End Accelerated Date Learning

Lecture - 33
Optimizing Deep Learning Training: Transfer Learning Part - 2

(Refer Slide Time: 00:14)

G TAO Toctt| WD Devekcper X | @ O VINDANGE X | T Home X & doprerhocebook X @ Goiovisr X + v - gl X
i
X O locabostalinatebe Qe w *aTHBF
LG
- \
upyter start_here (unsaved ) e
~ Jupy’ L fnsaved chinges) NPTEL

Fle Edt  View Imset Cel Kemel Hep Sawng every 120 sec ¢ |Pymon3 @

2+ xE0B 4% PR BC W i v B

TAO Image Classification

Learning Objectives
In this notebook. you willkeam how to leverage the simplicity and convenience of TLT to:

o Take model and inetune on converted from Pascal/OC
« Prune the finetuned model

« Retrain the pruned modsl o recover lost accuracy

« Exportthe pruned model

« Run nference on the rained model

« Exportthe pruned and retrained modl 1o a et fil fo deployment to DeepStream

Transfer Learning with TAO

Transfer leaming s the p o aton to another. |t a commonly used ainng techrique where you use a
‘mode! rained on one task and re-irain to use it on a different task.

TAO Transfer Leaming Toolkit s a simgle and easy-1o-use Python based Al toolit for taking purpose-buit Al modsls and customizing them with users’ oan
data.

Before TLT can be use, you nead 1o register at ngc.nvida com e an AP Key. Astep-by chiev
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Before TLT can be use. you need to register at ngc.nvidia.com and proceed to generate an API Key. A step-by-step process to achiewing thisis given below.

+ From your browser visit nge.nvidia.con
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ica.com and proosed to ganerate an AP! Key. A step-by-siep process to achieving fis is given below

So, here we go. Our notebook is ready. So, next thing to do is | explain all what you can
see here. So, let us just go quickly, so that we do not waste time. We go to run the

notebook.
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API Key
0. Setup env variables ) I

Please copy your AP

1. Prepare datasets and pre-trained model

A. Split the dataset into train/valitest

So, the first thing we have to do is to set our environment variable. We set the
environment variable to USER_EXPERIMENT _DIR. So, it to be on the workspace

classification. This one is by default. Then, the next one is what where we have our data.
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Jupyter

So, we are setting this path, this is what we are setting this path to data. So, this is to
data. Then, we set for our specification workspace to the specification file. This is for
this specification file the path. So, why we said this is that we do not want along the line
we need those path and we do not want to be writing lengthy path that way. So, it will

just be represented by all these variables there.
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@ANVIDIA NGC | CATALOG

TAO Toolkit for CV

So, the next one is we need environment key. Now, the environment key, you need to

have an environment your key for the TAO key. So, what you need to do API key, is
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called API key rather; you need to register on the NVIDIA NGC forum. These are the

steps you need to follow, but I will show you the step. Now, let us quickly run that.

So, when you get here you know you pull, when you pull your container you do not need
to, you do not need any registration, but now you will want to get our API key. So, what

we need to do is what you come here; ok.
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@ANVIDIA NGC | CATALOG

% CATALOG

NVIDIA NGC: Al Development Catalog

Getting Started

Lcsat e

PyTorch
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SANVIDIA NGC

Let me go back to and you see here this is the first page.
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You see where you have guest here. So, what you need to do is what you click on sign in
or sign up, sign in or sign up. So, when you have your sign in or sign up, when you get
here, you click you make use of the NVIDIA account, use existing account continue, that
is the one you click, first one.

(Refer Slide Time: 02:09)
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Your NVIDIA account

So, because | have an account, | can continue this way. For those that have not registered
at all, you can use a click on different account. You will see where you sign up. So, after
you sign up you can come back and then log in. So, once you log in like the way | am
going to, it is going to allow me to log in here.
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ANVIDIA. NGC

£

Initializing Application

So, I am logging in now.
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NVIDIA NGC: Al Development Catalog

Getting Started

So, yes what | am looking for login then you see this place will change it will no longer

be guest.
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SANVIDIA. NGC | CATALOG

% CATALOG

NVIDIA NGC: Al Development Catalog

Getting Started

PyTorch

You see my, it has changed my name here programmer.
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NVIDIA NGC: Al Development Catalog

Getting Started
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So, what you need to do next is to drop it down and look for click on word setup. So, you

click on setup and it will load. So, you need an API key. So, you can click on the get API
key.
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So, when you click on get API key, the next phase to do is to work to generate, to click
on generate. But because | have key, | do not need to click on generate again. So, we can
come back here and say see.
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So, when you click on the API key, get API key, it will bring this interface. So, on this
interface you click on generate, when it generates here, you will see the API key here.
So, you copy it and save it somewhere. So, anytime you want to work with you using
your NVIDIA TAO, you can now work paste the API key. Make use of it here. So, this

is our API key which is being used.

So, the first thing to do now is to run this cell. So, | am going to run this cell. So,

everything is initialized this way, running this cell.
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1. Prepare datasets and pre-trained model

A. Split the dataset into train/valitest

N 115 SDATA_DOWNLOAD_ DIR/test/cat

B. Download pretrained models

742



So, the next one is to let me see | want to know if my data are visible. So, | want to look

at the test data to look at what just one class is cat.
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So, it can fetch that is, ok it is reachable, our data is reachable.
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B. Download pretrained models
View list of classification domain pretrained models

W tngc registry model list nvidia/tit_pretrained classification:*
« Create a flder named pretrained_resnet18 where resnet18 mode! pulled from NGC would be stored

W imkdir -p SUSER_EXPERIMENT DIR/pretrained_resnetls,

« Pull resnat18 pretrained modal fom NGC

etrained classificat

M ingc registry model download-version nvidia

« Check that model is downloaded nto directory

Then, the next thing to do is to see what are the available, what are the available

trained model for classification that exists here.
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So, with this ngc registry model list, it will list them nvidia/tlt_pretrained_ classification:
*, that is all. If you show all it can show all to you. So, we will be able to see the list of
all the, yes it has shown all of that. So, you can see versions vggl9, vggle, their
accuracy, the epoch you can see. So, there are many of them there resnet 50, 34, 18, 101
and all of them. So, we can make use of you can make use of any of them that are there.

So, we can make use of them.
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vegls | 77.56 | 80 1 vieo | 153.7 | 153.7 | u

vggls | 77.17 | 8 1 viee | 515.1
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W 11 -1 SUSER_EXPERIMENT |

2. Provide training specfication

So, the next phase not to waste time. So, is to what; since we know the pretrained model
the that exists we can now make a folder directory where we will save our downloaded

pretrained model.

So, let us create a directly call pretrained resnet18 because that is what we want to use.
So, I am running that. So, that is done. You can see when its gives a number it shows it
has run. And then, so now, let us pull that what pretrained model into this directory,
yeah. So, how do you put that? You have, do you when you write ngc registry the model,
then download version. So, we have nvidia/tlt_pretrained _ classification. So, what kind

of model? Resnet18.
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 Pull resnet18 pretrained | from NGC

snetls --dest SUSER_EXPERIMENT DIR/pretrained resnetls

W 115 -1 SUSER EXPERIMENTDIR/pretrained_resneti8/tlt_pretrained classification vresnet1s

2. Provide training specfication

The destination you should save it here because you know we created this folder this one
we created it here. So, it is going to you should save it in this destination. So, | can run
that now. So, it is going to run and we can see our model will be downloaded. So, the
download has begun.

So, why that is loading? So, once that is completed, the next thing to do is to just verify
and see whether it is the directory is the right directory. So, just confirm if it is a right
directory because of the ssh it should have been much more faster than this | guess,
should be faster than this. So, that have not done, ok, yeah. So, it is done. So, the model

has been work has been unloaded.

So, we can view the model here. So, we so, the model resnet _18.hdf5. So, that has been

done.
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2. Provide training specfication
« Training dataset
dataset
+ Pre-trained models
« Other training (hyper-Jparameters such as batch size, number of epochs, leaming rate etc.
+ Run the cell below to the model Your task i Iyper-pe 10 achieve
festt You can acoess the classification_spec.cfi fleinthe spec folder seen al the lop lefi-side of the jupyter lab. Please, remember fo save

the file wih ¢t1 5 aher mociScation and then rerun the cell below Io sea f your changes have reiecied
1: M leat SSPECS DIR/classification spec.cfg

3. Run TAO training

+ Provide the sample spec fie and the cutput directory location for models.
+ Run the cell below 1o rai on 2 single GPU.
+ Pleasa note some parameter definition:
» - spec file;4 APT key encoding; -+ result directory;-gpu_index: index of GPU; ~init_epoch: epoch musber

So, the next thing to do now we want to train. Since, we have our model, we have our
data set, we want to train now. So, before we train like | have explained earlier on that,
you need to configure your configuration that is specification file and this is the path to
the configuration file, the specification file, this file, yeah. So, we want to see the one for

training is the one we call the classification and that is called spec.cfg.
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+ Irainng oasaset
+ Validation dataset

« Pre-rained models
« Other raining (hyper-Jparameters such as batch size, number of epachs, leaming rate etc.

resnet18/t]t_pretrained_classification vresnet1/resnet 18.
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rameters to achieve desirable accuracy
fside of the jupyterfab. Please, remember to save

So, we can open that and see what is inside. So, if you look at it this is what | showed
you before. The architecture is what resnet, the layers 18, our input is 3; 3 by 224 by 224.
The path to our training, the path to our validation set, the path to our model to be trained
all of that you can see here.
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fle. Your task would be to modity the hyper-parameters to achieve desirable accuracy
the spec folder seen atthe top lek-side of the jupyter ab. Please, rememberto save

And then the number of epoch, now this is 80. We cannot use 80 now because this is for
demo. So, otherwise we want to sleep here. So, we need to change this for this demo,

yeah.
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So, for this demo. So, we can come here, | can come here. So, if you are training on your
workstation you do not need to change because that is your own time, but now we just

have limited time.

(Refer Slide Time: 08:07)

_ Jupyter classification_spec.cfgv 2nousag

So, what I will do is what | open this, this is the one for training, then I will look for
where we have the 80 just to show you, just to show. So, we are less concerned about

accuracy now because just use 4 epochs. So, that it can train faster.

749



(Refer Slide Time: 08:13)

_ Jupyter classification_spec.cfg 2nous ao

And when you say, 4 we have to consider the evaluation also because this is for 80. So,

you have to change, | have to change this also.
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Well, you do not need to bother about this. This is your training for me ideally you
should train with 80 epoch or more because for training because for demo that is why 1

reduce these to just 4 epoch. So, | have saved that, then I close that, | get back here.
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asingle GPU.
on

So, let me relaunch this one again and see, ok it has been affected. So, we can go now.
No train for just for epoch. The result might not be good, but we are not bothered by that

one for now because we just want to show you demo.

So, here you can train if you want to train you have classification, then you this keyword
train. So, these are flag here, here what is specify is that it is referring to the specification
file which is just configured now. And then so, when it finished training where does it
need to save it, this one refer to that it will save it in a folder called output. And then it
needs an assets. So, this is the key assets. So, these are the flags to use to do that.

So, this in this is meant for just single GPU. So, because | have two GPUs, let me use
two GPUs. This is meant for two GPUs here. So, | can just specify this as. So, if you
want to specify number of GPU, this is how you do that --gpus and 2. If you have 4
GPUs on your workstation, it will be work 4. If you have 8, it will be 8. So, I have just

to; so, | can use this now and run this.
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*]: M Iclassification train -e SSPECS_DIR/classification_spec.cfg
-1 SUSER_EXPERINENT_DIR/cutput \
-k $KEY --gpus 2

Using Tensorf low backend.
WARNING: tensorflow: Deprecati
WARNING: tensorflow: Deprec
Using TensorFlow backend.
WARNING: temsorflow: From /usr/local/1ib/python3. 6/dist-packages/horovod/tensorflow/ i
les is deprecated. Plesse use tf.conpat.vl.global varisbles instead.

n warnings have been disabled. Set TF_ENABLE_DEPRECATION WARNINGS=1 to re-emable them.
n warnings have been disabled. Set TF_ENABLE DEPRECATION WARNINGS=1 to re-enable them.

it_.py:117: The name tf.global

2022-83-16 12:12:24,584 [MARNING] tensorflow: From /usr/local/lib/pythan3.6/dist-packages/horovod/tensorflow/_init _.py:11
74 The name tf.glotal variables is deprecated. Please use tf.coapat.vl.global variables instead.

WARNING: tensorflow: From Jusr/local/1ib/python3.6/dist-packages /horcvod/tensarflou.
raph is deprecated. Please use tf.cospat.vl.get_default_graph instead.

it_.py:143: The nase tf.get_default g

2022-93-16 12:12:24,584 [WARNING] tensorflow: From /usr/local/lib/python3./dist-packages/horovod/tensorflow/ |
3: The name tf.get_default graph is deprecated. Please wse tf.compat.vl.get_default graph instead.

Using TensorFlow backend.
WARNING: tensorflow:From /usr/local/Lib/python3. 6/dist -packages fhorovod/tensarflow/_init_.py:117: The name tf.global
les is deprecated. Plesse use tf.conpat.vl.global varizbles instead.

variab

2:24,569 [WARNING] tensorflow: From Jusr/local/lib/pythan3.6/dist-packages horavod/tensarflou
7: The name tf global variables is deprecated. Please use tf.conpat.vl.global variables instead.

G uiFron jusrlocal/Lib/pythond.6/dist -packages/horovod/tensarflow/ _init_.py:143: The nase tf.get default g
raph is deprecated. Please use tf.cospat.vl.get_default_graph instead.

2022-83-16 12:12:24,589 [MARNING] tensorlow: From fusr/loc

Tib/python

dist-packages/horovod tensarLow

(Refer Slide Time: 10:08)
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In [*]: W Iclassification train -¢ SSPECS_DIR/classiFication spec.cfg \
-1 SUSER_EXPERINENT_DIR/cutput \
-k $KEY --gpus 2

2022-03-16 12:12:26,331 [WARNING] tensorflow: From fusr/local/1ib/python3.6/dist-packages/keras/backen
d.py:199: The name tf.is_varisble_initialized is deprecated. Please use tf.conpat.vl.is_variable_ir

bansorflow_backen
tialized instead.

WARNING: tensorflow:From Jusr/local 1ib/python3. 6/dist -packages/keras/backend/tensor flow_backend.py:173: The name tf.get de
fault_session is deprecated. Please use tf.coapat.vl.get_default_session instead.

2022-03-16 12:12:25,994 [WARNING] tensorflow: From /usr/local/lib/pythan3.6/dist-packages/keras/backend/tensorflow_backen
174 The nane tf.get_default session ds deprecated. Please use tf.compat.vl.get_ default session instead.

stensorflow:Fron Jusr/local/1ib/python3.6/dist-packages /keras/backend/tensorflow backend.py:199: The nase tf.
iable_initislized is deprecated. Please use tF.compat.vl.is variable initialized instead

2022-83-16 12:12:25,994 [MARNING] tensorflow: From /usr/local/lib/pythand.6/dist-packages/keras/backen
.py:199: The name tf.is_varisble_initialized is deprecated. Please use tf.compat.vl.is_variable_ini

WARNING: temsorflow:From /usr/local/Lib/python3, 6/dist-packages /keras /backend/tensorflow_backend.py:206: The nase tf.‘.'arlabl
les_initializer is deprecated. Please use tf,compat.vl.varisbles_initializer instead.

+ To resume from a checkpoinL, use --init._epoch along with your checkpoint confiqured in the spec i

. that the model path in L updated to the . t1t fik wish to resume from. You may
choose from the fles found under, SUSER_EXPERINENT DIR/output fueights. folder.
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B8+
les_initializer is deprecated. Please use tf.compat.vl.varisbles_initializer instead. 2
2022-03-16 12:12:27,172 [WARNING) tensorflow: From fusr/local/lib/python3.6/dist-packages/keras/backend/tensorflon_backen
d.py:206: The name tf.variables_initializer is deprecated. Please use tf.compat.vl s_initializer instead.
WARNING: tensorflow:From /use hon3. 6/dist-packages/keras/backend/ tensorflow_backend.py:206: The nase tf.variab
les_init is deprecated. Please use at.vl.variables_initializer instead.
2022-03-16 12:12:27,240 [WARNING] tensorflow: From Jusr/local/li 6/dist-packages/keras/backendtensorf low_backen
d.py:206: The name tf.variables_initializer is deprecated. Please use tf.compat.vl.variables_initializer instead.
« Toresume from a checkpoint, use --init_epoch along with your checkpoint configured in the spec file
« Please the model_path in th updated tothe .1t file of the corresponding epach you wish ta resume from. You may
choose from the fles found under, SUSER_EXPERIMENT_DIR/output/weights folder
Dl]: Wz s
4. Evaluate trained models
T his step, we assume that the training is complell and the modl from the final epoch { resnet_889. t1t )is available. If you would fike to run evaluation on
an earlier model, please eit the spec file at $SPECS_DIR/classification_spec.cfg to point to the intended model.
In[]: W lclassification evaluate -e $SPECS DIR/classification_spec.cfg -k SKEY
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block_1b_bn_shortcut (Batchhorn (None, 56 block_1b_cony_shortcut[@][0] -

add_2 (dd) (None, €4, 56, 56) @ block_1b_ba_2(0]{0]
block_1b_ba_shortcut[e][6]

block_1b_relu (Activation) (None, 64, 56, 56) @ add 2(0](0]

block_2a_conv_1 (Conv2D) (None, 128, 28, 28) 73728 block_1b_relu[0](9) !
block 2a_bn_1 (BatchNormalizati (None, 128, 28, 28) 512 block_2a_conv_1[0][0]

block_2a_relu_1 (Activation)  (Noee, 128, 28, 28) @ block_2a_ba_1[0][0]

block_2a_conv_2 (Conv2D) (None, 128, 28, 28) 147455 block_2a_relu_1[0][0]

block_2a_conv_shortcut (Conv2D) (None, 128, 28, 28) 8192 block_1b_relu[0][0)

block_2a_bn_2 (Batchlormalizati (None, 128, 28, 28) 512 block_2a_conv_2[0][0]

+ Toresume fom a checkpoint. use --init_epoch along with your checkpoint configured in the spec fie.
+ Please make sure that e mode]_path i the spec file is now updated to the 1t file of the corresponding epoch you wish to resume from. You may
choose from the files found under, SUSER_EXPERIMENT_DIR/output/weights folder.

In[): M # Iclassification trair
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block_2b_ba_shortcut (Batchiora (None, 128, 28, 28) 512 block_2b_conv_shortcut[0][0]
2dd_4 (Add) (None, 128, 28, 28) © block_2b_ba_2{0][0]

block_2b_bn_shortcut[6][6]
block 2b_relu (Activation)  (None, 128, 28, 28) © add_4[o][0]
block 3a_conv_1 (Conv2D) (None, 255, 18, 14) 24912 block 2 _relu[0][0]
block 3a_bo_1 (BatchNormalizati (None, 256, 14, 14) 1024 block 3a_conv_1[0](0]
block 3a relu 1 (Activation)  (None, 256, 14, 14) @ block_3a_ba_1{0][0] |
block 3a_conv_2 (Conv2D) (None, 256, 14, 19) 589824  block 3a_relu 1[0][0] 1
block_3a_conv_shortcut (Conv2D) (None, 256, 14, 14) 32768 block_2b_relu[

+ Toresume from a checkpoint, use --init_epoch along with your checkpont configured in the spec fie.
« Please make sure that the model_path i the spec file is now updated to the 1t file of the comresponding epoch you wish to resume from. You may
choose from the files found under, SUSER_EXPERIMENT_DIR/output/weights folder.
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2022-03-16 12:12:41,217 [WARNING] tensorflow: From /usr/local/1ib/python3. 6/dist-packages/keras/backend/tensorflow_backen B
.py:986: The nase tf.assign add is deprecated. Please use tf.compat.v.assign_sdd instead.

/1ib/python3. 6/dist-packages/keras/backend/tensorflo_backend.py:973: The name tf.assign
.assign instead.

WARNING: tensorflou:From /us
is deprecated. Please use tf.cospat.

41,307 [MARNING] tensorflow: From /usr/local/1ib/pythan3.6/dist-packages/keras/backend)tensorflow_backen

ecated. Please use tf.conpat.vi.assign instead.

2002-03-16 12:
d.py:973: The name tf.assig

MARNING: tensorflou:From /usr/Local/1ib/python3. 6/dist-packages keras/backend/tensorflon_backend.py:386: The name tf.assign
_add is deprecated. Please use tf.cospat.v.assign_add instead.

ib/python3.6/dist-packages/keras/backend/tensorflow_backen
ompat.v1.assign_add instead.

2022-03-16 12:12:41,5% [WARNING] tensorflow: From fusr/loca
d.py:986: The name tf.assign add is deprecated. Please use tf.

/1ib/python3. 6/dist-packages /keras/backend) tensorf1

WARNING: tensorflow:From /us Y
.assign instead,

is deprecated. Please use tf.compa

_backend.py:973: The name tf.assign

A22-83.16.12:17:41.718 IMARNTHG. tensorf low: From. fuse/local /lib/nvthand.6/dist-nackases keras backeod/tensorflowhacken.

+ Toresume rom a checkpoint use --init_epoch along with your checkpoint configured in the spec fie.
« Please make sure that the model_path in the spec fil is now updated tothe .1t fl of the comesponding epach you wish to resume from. You may
choose from the fles found under, SUSER_EXPERIMENT_ DI /output /weights folder.
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4. Evaluate trained models

So, it is running now, its running and see it is running. So, it is running. So, ok can see.
So, this are the is loading the what the layers of the model here, exactly, loads them and
then it will continue to the epoch. So, you can see here to start running the initial epoch.
So, its run them epoch by epoch. So, we are on the second epoch now, so it do not take

us more than 2 minutes to do to complete everything then.

So, the next what you can see here why that one is training. The next phase here is | have
commented this one out, this one is meant for maybe your trained and you are unable to
complete your training, you just save it somewhere. So, by the time you want to start
your training again, instead of you starting from the beginning, you can continue from

where it stops.
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4. Evaluate trained models

So, you can continue from where it stop by word, specifying the word initial epoch. So,
let us say we stop at 4 epoch now. If I decide to continue this training tomorrow | do not
need to start from 1 epoch again, I will just continue from the where do | stop 4 epochs.
But will not be needing that for now, for this demo.

So, we are, it is almost done here, it is almost done. So, you see it is how do you know it
is almost done? When this is it the star. So, now, when it gives it the number everything
is done that cell has completed. So, it has finished successfully. We can see this is the
loss and this is the accuracy 0.4, but you know because we trained for 4 epochs. So, we
are not expecting the accuracy to be that good so, but that is just for a demo, it is just for

a demo. If you train with your 80 epoch the accuracy would be fantastic.
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In this step, we assume that the raining s complete and the model from the final epoch  resnet_089. t1t ) s availabi. i you would fike to run evaluation on
an earier model, please editthe spec file at $SPECS_DIR/classification_spec.cfg to pointto the intended model.

M Iclassification evaluate -e SSPECS DIR/classification_spec.cfg -k SKEY
Using Teasorf1

Using Tensor
MARNING: tensort

backend.
backend.
w:Deprecation warnings

WARNING: tensorflow:From /opt/t
thuild/bin/magnet/packages/iva/build »
bosity is deprecated. Please use tf.conpat.

2022-03-1

Cel  Kemel \Wigels Help Mot Tusted

B+ %38 4% PR B C P uw v B

The nae tf.Session is deprecated. Please use tf.cospat.vi

ARNTNG: tens
thuild/bi
bosity is de

ges/iva/build_wheel. runfile
Please use tf.coapat.v1. logging.

busild_whee!
se use tf.coapat

Loading experinent spec at
ist-packages/ker:
-placeholder instead.

/8ist-packages/keras/backend/tensorflow_backend. py:4138: The nase tf.randoa_
.randon.uniforn instead.

unifora is o

dist-packages /keras/backend)tensorf low_backend.p
iforn instead.

Then we need to evaluate what we have trained. So, how do we evaluate? You have what
this to evaluate, then classification, then evaluate you have you specified the word these
configuration file which is the specification file and the key also this is what we specified
then.

Let me around that is going to do the evaluation. So, during the evaluation if we plot the
confusion matrix and also give us the precision and also the recall and all that everything

will be given so, it is almost done.
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4. Evaluate trained models

In this step, we assume that the raining s compiete and the model fom the final egoch ( resnet_669. 11t ) is avaiabie. I you woukd ke to run evaluation on
an earier model, please editthe spec file a $SPECS DIR/classification_spec.cfg to pointto the intended model.

I M Iclassification evaluate -e $SPECS_DIR/classification_spec.cfg -k SKEV
block_4b_relu (Activation) (None, 512, 14, 14) © 24d_8{0][0] Ui
avg_pool (AveragePooling2)  (Nome, 512, 1, 1) @ block_46_relu[0][0]
flatten (Flatten) (None, 512) []
predictions (Dense) (None, 20) 10268

Total params: 11,552,724
Trainable parass: 11,376,020
Non-trainable paraas: 176,704

Found 3345 inages belonging to 20 Classes.
222-03-16 ,051 [INFO] _main_: Processing dataset (evaluation): /workspace/data/test
Evaluation 9928126450254957

curacy: 0.7264573991209581

onging to 20 classes.

] _main_: Calculating per-class P/R and confusion matrix. It may take 3 whi

Evaluation
Found i
2022-03-16

3 o [ v - X
x | B 3 X x + §¢9~\\
P . Qv $%
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— Jupyter start_here Last Checigpont an howago (unsaved changes) A ~
N NPTEL
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() o fy
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[5 @ 5 1 0 @ @ 1 @ 2 01510 @2 0 @ @
e 9
L8 o @ 4 8 8 25 8 4 1 0 038 1 0 0 X

5. Prune trained models

* Specify pre-rained model
« Equalzaton iterion
+ Threshokd for peuring
« Exclude prediction layer thatyou don' want pruned (e.q. predictions)

orence

Usualy, you just need to adjust -pth (treshold) for accuracy and model size rade of. Higher pth gives you smaller mode (and thus higher
speed) but worse accuracy. The threshold 1 use is depend on the dataset. A pth value 0.68 is justa staring point. I the retrain accuracy ' good, you can
increase this value to get smaller modes. Otherwise, lower this vaue to get better accuracy:
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Non-trainable parass: 176,764

Found 3345 inages belonging to 20 classes.
2022-03-16 12:15:14,051 [INFO] _main_: Processing dataset (evaluation): /workspace/data/test

Found 3345 inages belonging to 20 classes.
2022-03-16 12:15:22,391 [1
Confusion Matrix

19 @ 8 1 0 011 8 @ 8 06 @ 6 0815 06 @ 0

#0] _main_: Calculating per-class /R and confusion matrix. It may take 3 while...
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5. Prune trained models

« Specify pre-rained model

« Equalzaton iterion

+ Threshokd for peuning

« Exclude prediction layer thatyou don' want pruned (e.q. predictions)

Usualy, you just need to adjust -pth (treshold) for accuracy and model sze rade of. Higher pth gives you smaller model (and thus higher nference
speed) but worse accuracy. The threshold 1 use is depend on the dataset. A pth value 0.68 is justa staring point. I the retrain accuracy ' good, you can
increase this value to get smaller modes. Otherwise, lower this vaue to get better accuracy:
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accuracy
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5. Prune trained models

« Specify pre-rained model

« Equalization criterion

» Threshold for peuning

« Exclude prediction layer that you don't want pruned (e.g. predictons)

Usualy, you just need to adjust ~pth (treshold) for accuracy and model sze rade of. Higher pth gives you smaller model (and thus higher nference
speed) but worse accuracy. The threshold o use is depend on the dataset. A pth value 0.68 is justa staring point. the retrain accuracy ' good, you can
increase this valus to get smaller models. Otherwise, lower this value 10 get befter accuracy.
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5. Prune trained models

So, it is trying to what, calculate the precision. And we see all that and once it is done
you see it will give it a number here. So, yeah, this is the see the confusion matrix, then it
will then generate go to classification reports. You see the classification report here,
precision, recall, f1 score, support and all that. So, I think it is done now, yeah. So, we

can proceed for that.

(Refer Slide Time: 13:44)

 Jupyter start_here LastChectpaint:anbour ago (unsaved changes)

2+ 30 4V PRmBCH

s -rit SUSER_EXPERIMENT DIR/output/resnet_pruned

6. Retrain pruned models

And then, so we can now what prune, yeah, this is where you prune. So, for you to prune

we need to create a folder where we store our pruning, create a directory where we start
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our pruning. This is the epoch the default epoch is 80. So, because | am using 4 epoch, |
am going to swap these to 4. And then, so how do you prune? You have your

classification and the keyword prune, yeah.

So, you supply where is the model that was trained. This is where the directory it is. So,
where do you want to store when you prune? The prune you will store it here in this
directory output. And what percentage do you want to use to prune? We just want to

prune 60 percent, this means 60 percent.

If you specify 0.2, that means, 20 percent of the model will be prune. So, we can run

these now and it is going to do the pruning.

(Refer Slide Time: 14:34)
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So, why that is going on? So, after the pruning is completed then we can view the file
here. We will be able to feel, ok that is done. If that is given it number 11, then we can
now see the pruning, yes, ok. This is what it saves. This is the name of what it has saved.
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6. Retrain pruned models

ined to bring back ac
e relrain spec configuratior

rameters to achieve desirable accuracy result You

ide of the jupyter kab. Please, remember to save

t18 nopool_bn_pruned.t1t™

Then so, because we have pruned there is need for us to retrain again. So, when we want

to retrain we have to use the word the specification file which is for work for retrained.
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optimizer |
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weight decay
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And then so, let us cut this and see what is inside. This is what is inside is the same thing

as for the train, but the parts that are different is the retrain path and the evaluation path.

Also, here we cannot use 80 because we cannot wait for long. So, | would just | will
come here again and look for, ok this is the retrain and change the number of epoch to
change the number of epoch to 4. So, that we can just change with that and then the
evaluation here, I would change that 1, ok as well. So, | can save, come to save, then

close that, come bhack to here.
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6. Retrain pruned models
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Then, I need to do is to let me check here whether that has been affected | think. So, yes

it has been affected, here you can see, yeah.
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7. Testing the model!

8. Visualize Inferences

modal on testimages, we can uss the t1t-infer-tool. Note that using models rained for

ifecence in single image mode.

Then, we can proceed further here to retrain. So, to retrain here 1 would like to retrain
using two GPU as well gpus 2. So, that can be faster than do that we are almost done

with this. So, you can see this making things effortless.
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net_004.t1t"

n_workers: §
enable_center_crop: True

ation train -e SSPECS_DIR/classification retrain_spec.cfg \
-r SUSER_EXPERINENT_DIR/output retrain \
~k SKEY --gpus 2

PRECATION WARNINGS=1 to re-enable thes.

Deprecation warnings have been disabled. Set
nsorflow:Deprecation warnings have been disabled. Set T
Using Tensorf low backend

od tensorflow/ _in

/1ib/python3.6/dist-packages/horo
conpat..v1.global_variables instead.

dist-packages/hos

2022-03-16 12:18:53,156 [MARNING] tensorflow: From fusr/local 6 t
1.global_variables instead.

17: The name tf.global_variables is deprecated. Please use tf.copat.

nsorflow:From /usr/local/lil
cated. Please use tf. conpa

dist-packages/horovod/tensorlow
efault_graph instead.

nit_.py:1

2022-03-16 12:18:53,157 [MARNING] tensorflow: From /usr/local/Lib/p
43: The nane tf.get_default_graph is deprecated. Please use tf.conps

Using TensorFlow backend.
WARNING: tensorflow:From /usr/local/1ib/python3.6/dist-packages/horovod/tensorflow/_init_.py:117: The nase tf.global var
ables is deprecated. Please use tf.conpat.vl.global variables instead. s

| must say because we are using multi GPU here, if you have to write it from the scratch
it is going to be a lot of effort. Now, we are not writing any special code, yeah. And we

are training our model.
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7. Testing the model!

In this step, we assume that the training s complete and the model from the final epoch  resnet_969. t1t ) s available. f you woukdlike to run evaluation on
an earier model, please editthe spec file at $SPECS_DIR/classification_retrain_spec.cfg to point 1o the intended model.

W iclassification evaluate ~e $SPECS_DIR/classification_retrain_spec.cfg -k SKEV

8. Visualize Inferences

To se the output resuls of our model on testimages, we can use the t1t-infer. tool. Nole that using models rained for higher epochs willusually resultin
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com1 (Conv2D) (None, 15, 112, 112) 2352 input_1[0][0]
bn_convl (Batchormalization) (Nose, 16, 112, 112) 64 vi[e](e]
activation 1 (Activation) (None, 16, 112, 112) 0 tn_convi[o] (0]
block_1a_comv_1 (Com2D) (Non, 48, 5 activation_1[0](0]

block_1a_bo_1 (Batchllormalizati (None, 88, 56, 5) 192 block_1a_cov_1{0](0]
block 1a_relu 1 (Activation)  (Nooe, 48, 56, 56) @ block_1a_bn_1{8][0)
block_1a_conv_2 (Conv2D) (None, 48, 56, 56) 20736 block_1a_relu 1[0][0] -

7. Testing the model!

In this step, we assume that the training s complete and the model from the final epoch  resnet_969. t1t ) s available. f you woukdlike to run evaluation on
an sarier model, please editthe spec file at $SPECS_DIR/classification_retrain_spec.cfg to point 1o the intended model.

W iclassification evaluate ~e $SPECS_DIR/classification _retrain_spec.cfg -k SKEY

8. Visualize Inferences

To se the output resuls of our model on testimages, we can use the t1t-infer- tool. Nole that using models rained for higher epochs willusually resultin

We are not writing any special code. What we only did was to just bring our raw data
and do some configuration with the specification file. So, it is loading the model already

there.
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7. Testing the model!

In this step, we assume that the training is complete and the model from the final epoch ( resnet_89.t1t
an sarier model, please editthe spec file at $SPECS_DIR/classification_retrain_spec.cfg topoint

)is availabl. i you would like to run evaluation on
rded model,

W Iclassification evaluate -e SSPECS DIR/classifica

retrain_spec.cfg -k SKEY

8. Visualize Inferences

Tigher epochs wil usually resul

So, then it commence the training. So, you can see how it is been trained, yeah.
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& tr.Sumary 15 deprecated, Please use Tr.CORpAt.vL.Sumary 1nStead.

235 247ns/step - loss: 2.1599

155 166as/step - loss: 2.1166 - acc

165 171ns/step - loss: 2.0917 - acc: 0.4224 - val loss: 1.8783 - val

7. Testing the model!

tep, we assume that the raining is complete and the model fom the final epoch ( re:
an earfier model, pleas editthe spec fle at $SPECS_DIR/classification_retrain spe

t_080.t1t )is available. I you wouldlike to run evaluation on
10 point 1o the intended model.

W !Iclassification evaluate -e $SPECS DIR/classification retrain_spec.cfg -k SKEY

8. Visualize Inferences

To se the output resuls of our mode on testimages, we can use the t1t-infer. tool. Note that using models trained for higher epochs wil usually resutin
better results. First we'll run inference in single image mode.

So, once this is done the next thing to do is to proceed to testing. So, to test is also
evaluation. So, you have just the keyword is just classification, then evaluate. So, with
what specification file? So, with this specification file, but retrain specification file then

you supply the key as well while second epoch, so in less than 2 minutes | am sure be
done with that.
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So, if we once it finishes, then we test then we can now do our visualized inference here.

We can visualize our, do our inferencing. And once we have done with the inferencing,

then we will be able to export our model and that is done for.
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. Check your callbacks

fully.
Userarning: Method on_batc

() is slow compared to the

dist-packages /keras/callbacks.py:122;
Check your callbacks.

: Training finished successfully.

7. Testing the model!

In this step, we assume that the raining s complete and the model fom the final epoch ( resnet_989.t1t )is availabl.
an earier model, please et the spec file a1 $SPECS_DIR/classification_retrain_spec.cfg to point to the ntended model.

¥ you would ke to n evaluation on

fication evaluate -e $SPECS_DIR/classification_retrain_spec.cfg -k SKEY

clas:

8. Visualize Inferences
To se the output results of our model on test images, we can use the t1t-infer tool. Note that using models trained for higher apochs wil usually resultin

beter result. Firstwe'l run inflence i single image mode

import os
import random

Pyiton3 @

7. Testing the model!

In this step, we assume that the raining s complete and the model from the final epoch ( resnet_989. t1t ) s avaiabl. f you would like fo run evaluation on

an earier model, please eitthe spec fle at $SPECS_DIR/classification_retrain_spec.cfg to pointto the intended model.

L}

classi

Using TensorFl
Using Tensorf
WARNING: tenso

ou backend.
w backend.

ation warnings have been disabled. Set

ation evaluate -e $SPECS DIR/classification_retrain_spec.cfg -k SKEY

ECATION NARNINGS=1 to re-enable thea.

8. Visualize Inferences

To see the output resuls of our mode on testimages, we can use the t1¢-infer. tool. Note that using modes trained for higher epochs willusually
betterresults, First we'l un inference in single image mode.

(0s.path. join(test_dataset, iten))] l

t_inage dir, ites os. listdir(test_inage dir)

if iten.endswith(

769



(Refer Slide Time: 18:47)

5
»

Sy
y %,

h
,, g
'ln,w:/ .

"

— Jupyter start_here LastChectpoint anbour ago (unsaved changes)

=
<
o
m
fu

Mot Tusted Pyihon3 @

B+ x30 4 PR BCH, v B
1.1esuny uie mouer:

In i step, we assume that the raining s compiete and the model fom the fnal epoch ( resnet_969. t1t ) is avaiable. H you woukd ke to run evaluation on
an sarier model, please editthe spec il at $SPECS_DIR/classification_retrain_spec.cfg to point 1o the intended model.

M lclassification evaluate -e SSPECS DIR/classification_retrain_spec.cfg -k SKEV

i e TVORET e ™z DIOCKTIICON IO

1a_relu_1 ( block_1a_ba_1{0][0]

(Conv2D) (None, 48,

Normalizati (Nooe, 48, 5

ortcut (Batchhorn (None, 48, 56, 56) 192

2401 (add) (Moo, 48, 56, 55) 0

block_1a_relu tion) (None,

block_1b_conv_1 (Conv2D) (None, 16, 56, 56) 8912

block _1b_bn 1 (BatchNormalizati (None, 16, 56, 56) 64

8. Visualize Inferences

To see the output resuls of our model on testimages, we can use the t1t-infer. tool. Noe that using models trained for higher epochs willusually resutin

run inference in i

1 B0 9 AR HAF

So, successfully retrain, that has been retrained successfully; you can see it that has given
that then. What do we need to do? We need to test that. So, what we do is what we test
that. So, that we also go into testing. It is just the what we do even when we write it
manually ourselves. You know when you train a model you have to test it with some data

sets. Since we have a test data sets, so it is good to test with that.
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n this step, we assume that the taining is compiete and the model from the final epoch ( resnet_a89. 1t ) s availabl. i you would like to run evaluation on
on,_retrain_spec.cfg. 1o point 1o the intended model

an earier model, please editthe spec il at $SPECS_DIR/classifil

W Iclassification evaluate - $SPECS_DIR/classification_retrain_spec.cfg -k SKEV

block_8b_relu (Activation) (None, 512, 14, 14) @

(None, 512, 1,1) @

(None, 512)

(None, 20) 10268

sses.
_: Processing dataset (evaluation): /workspace/data/test

Calculating per-class /R and confusion satrix. It may take a while...

8. Visualize Inferences

To see the output resuls of our model on test images, we can use the t1t-infer tool. Note that using models rained for higher epochs will sually resultin
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In this step, we assume that the training is complete and the mode from the fnal epoch ( resnet_889.t1t ) is available. i you would like to run evaluation on
an earlier model, please edit the spec file at $SPECS_DIR/classification_retrain_spec.cfg to point to the intended model
L] $5PE Lcfg -k SKEV
T 2
o 0
@ 8 0 0
put resuts of our model on fest images, we can use the t1t-infer tool. Note that using models trained for higher epochs will usually result in
jts. First we'll run inference mode. -

A I x x| + - S X
LAY
Sy )
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NPTEL
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1.1esuny ue mouer: -
In this step, we assume that the training is complete and the mode! from the final epoch ( resm 80. t1t ) is available. if you would like to run evaluation on
an earlier model, please edit the spec file at $SPECS_DIR/classification_retrain_spec.cfg to poi intended model.
1 L] ication evaluate -e $SPECS_DIR/classification_retrain_spec.cfg -k SKEV
.50 i
e.n
o 0.
diningtable e.
e.
X
weighted avg 0.46
8. Visualize Inferences
To see put resuts of our model on fest images, we can use the t1t-infer tool. Note that using models trained for higher epochs will usually result in
better results. First well run inference in single image mode. S

So, it is going to test and then once it the for the testing is just evaluation if we plot the

confusion matrix and then gave us the classification report there.
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for the subsaquent steps. This should be lesser than the number of epochs training has been run for, incase.
t epoch 080

map; -k encoding key; -b: batch size;

So, after that is done the next thing to do is what, ok let us start to inference. So, what we
are trying to do here you can write this on your own, it is just that we want to select a

particular image at random from the test folder.

(Refer Slide Time: 19:34)
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So, from the test folder here, let me come here, this is data and from the test folder here

we just want to select the random, want to select a random data from there.
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= Jupyter

So, if I run this that is what he is doing there. So, you just speak the class, the class is

trained and it has pick a particular image from there.

(Refer Slide Time: 19:44)

So, | am not expecting it to be able to identify these very because we trained with 4
epoch, mind you. But this is just a demo. It is just for you to know the flow. So, I do that,
then here to run the inference here. So, even if the inference is not, the result is not

correct with | am not bothered with that it say because we are just using it for demo here.
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n_uniforn is deprecated. Please use tf.randon.unifora instead.

2022-03-16 12:22:
G.py:4138: The nane t

33,652 [WARNING] tensorflow: From fusr/local/1ib/python3.6/dist-packages/keras/ba ensorflow_backen
randoa_unifors is deprecated. Please use tf.randon.uniform instead.

WARNING: tensorflow:From Jusr/local/1ib/python3.6/dist-packages/keras/backend/tensorflow_backend.py:245: The name tf.get de
fault_graph is deprecated. Please use tf. conpat.vl.get_default_graph instead.

hon3. 6/

ist-packages/keras/backend)tensorflow_backen

assification inference -e SSPECS_DIR/classification_retrain_spec.cig \
SUSER_EXPERIMENT_DIR/output_retrain/ueights/resnet_SEPOCH.tlt \
-k SKEY -b 32 -d SDATA_DOWNLOMD_DIR/test/person

-cn SUSER_EXPERIMENT_DIR/output_retrain/classsap.json

-

This abore cell also outputs a results. csv filein the same directory. We can use a simple python program in the cell below to see and the visuaiize the
output of csv the fie.

In[]: W isport matplotlib.pyplot as plt
fron PIL isport Inage
isport o5
inport csv
from wath import ceil
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2+ A8 44 PRn B C MW waadow v

W senv EPOCH=004

env: EPOCH=004

1n [19]: W lclassification inference -e $SPECS DIR/classification retrain spec.cig \
= SUSER_EXPERINENT_DIR/output_retrain/eights/resnet _SEPOCH. ]
-k $KEY -b 32 -i STEST_IWAGE \
~cn SUSER_EXPERTMENT_DIR/output_retrain/classaag. json

Using TensorFlow backend.
Using TensorFlow backend. b
Deprecation warnings have been disabled. Set TF_ENABLE_DEPRECATION WARNINGS=1 to re-enable then.
asorflow:Fron Jusr/local/1ib/python3.6/dist-packages/keras/backend/tensorflow_backend.py:517: The nase tf.placeh

older is deprecated. Please use tf.compat.vl.placeholder instead.

34 [WARNING] tensorflow: From /usr/local/liby 3.6/dist-packages/keras/ orflow_backen
.placeholder is deprecated. Please use tf.coapat.vl.placeholder instead.

WARNING: tensorflow:From /use/local/1ib/python3. 6/dist-packages/keras/backend/tensorflo_backend.py:4138: The name tf.rando
n_uniforn is deprecated. Please use tf.random.uniform instead.

:22:33,652 [MARNING] tensorflow: From /usr/local/1ib/python3.6/dist-packages/keras/backend/tensor
The nane tf.randon_unifors is deprecated. Please use tf.random.uniform instead.

ow_backen

WARNING: tensorflow:From /usr/local/1ib/python3.6/dist-packages/keras/backend/tensorflow_backend.py:245: The name tf.get_de
fault_graph is deprecated. Please use tf.coapat.vl.get_default_graph insted.

2022-03-16 12:22:33,665 [WARNING] tensorflow: From /usr/local/1ib/python3. /dist-packages/keras/backend/tensorflow_backen

We can also run nference in directory mode o run 0n a set o test images.
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We can also run inference in directory mode 10 run 0n 2 set o test images.

Then, we will able to see the reported get it loads the model, oh luckily he is able to get it
as train. | think it has. So, what did we selected is a train, ok. The class is trained. This is

the image. It was able to identify it also as trained, the label, ok. We are lucky there.

(Refer Slide Time: 20:44)
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So, we are lucky there with 4 epoch is able to recognize that. Then also we can train we
can also evaluate it inference on set of images. So, on set of images to inference that you
can do you have classification and the keyword inference, then where which

specification file to use retrain, where is the weights of the retrain model the paths, the
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key here, the batch size start to. Then, data where do you load the class, the name, they

have know which for that you want to use to evaluate or inference.

(Refer Slide Time: 21:42)

 Jupyter

(Refer Slide Time: 21:44)

 Jupyter

So, the folder the folder want to use the test 1 and we want to get a person from the test
1. So, from the test 1 here, you see if you come to data test, if we look for a person this is
person. So, it will want to use it to test all these persons here. That is what we want to

use it to want to test with that.
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2022-83-16 12: ,769 [INFO] _main_: Processing /workspace/data/test/train/2009_000628. jpg. .. -

Current predictions: [[0.01458299 0.62123829 0.029989%6 0
0.03720387 0.00651526 0.03136148 0,00529525 0.009160 e
0.02230828 001455986 0.09166124 0.01178124 0.02425422 .0150317
0.5561565 0.00312851]]

Class label = 18

(lass name = train

[}
[}

We can also run inference in directory mode 1o run on a set o test images.

W Iclassification inference -e SSPECS DIR/classification c.cf
- SUSER_EXPERINENT_DIR/output_retrain/weights/resnet SEPOCH.tlt \
-k SKEY -b 32 -d SDATA_DOWNLOD_DIR/test/pers
~cn SUSER_EXPERIMENT_DIR/output_retrain/classaap. json

Using TensorFlow backend.
Using TensorFlow backend.
MARNING: tensorflow:Deprecat:

Tocal/1ib/python3. 6 e
se use tf. coapat. vl.placeholder instead

2022-93-16 12:24:28,070 [WARNING] tensorflow: From /usr/local/lib/py
he nane tf.placeholder is dep

u:From /usr

local/1ib/python3. 6/dist-packages /keras/backend/tensorflow_backend.py:4138: The name tf.randoa_
ecated. Please use tf.randon.uniforn instead.

Ipythan3.6/dist-packages/keras/backend/tensorflow b
unifora instead.

backend)tensorflow_backend.py:245: The nase t

So, come back to data. So, that is what we are doing here. Then it is this one we seem we
indicate the class name. So, it is we displayed graphics face and we can be able to see

whether it is classifying well or not so, and that we go and then, ok. It is done.

(Refer Slide Time: 22:10)
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864 [WARNING] tensorflow: From /usr/local, #ist-packages/keras/optinizers.py:790: The name B
.Optinizer is deprecated. Please use tf.compat.vl.train.Optisizer instead.

WARNING: tensorflow:From /usr/
deprecated. Ple

cal/1ib/python3. 6/dist -packages /keras/backend tensorflow_backend.py:3295: The nase tf.log i
e use tf.uath.log instead.

2020-03-16 12:24:29,869 [WARNING] tensorflow: From /usr/local dist-packages/keras/backend) tensorflow_backend.p
Y e

The name tf.log is deprecated. Please use tf.aath

MARNING: tensorflow: From /usr/local/1ib/python3. 6/dist-packages/keras/backend/ tensorflow_backend.py:986: The nase tf.assign s
4. Please use tf.compat.vl.assign_add instead.

62 [WARNING] tensorflow: From /usr/local/1ib/py
: The nase tf.assign add is deprecated. Please use tf.compat

dist-packages/keras/backendtensor
1.assign_add instead.

ow_backend.p

WARNING: tensor
s deprecated.

Tocal/1ib/python3. 6/dist-packages/keras/backend/ tensorflow_backend.py:573: The name tf.assign i
capat.v1.assign instead.

,869 [ARNING] tensorfloa: From /usr/local/lib/python3.6/dist-packages/keras/backend/tensor
nane tf.assign is deprecated. Please use tf.conpat.vl.assign instead.

_main_: Loading experinent spec at /workspace/specs/classificatior

retrain_spec.cfg.

This above cell aiso outputs a results. csv e in the same diectory.
output of csv the fie.

an use a simple python program in the cell below 10 see and the visuaicze the

M isport matplotlib.pyplot as plt
from PIL import Inage

imert o5 1

from math import ceil
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So, what we need to do is to what visualize the result. So, we can visualize the result

with this, running this cell to visualize the result you can write yours, ok.
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(Refer Slide Time: 22:33)
; F NP;EL

 Jupyter start_here LastChectpoint:anbour ago (unsaved changes)

person

Let us see is able to classify that very well, ok. Get this is bus, this is person, this is not
aeroplane, this is person and this is person because we train with 4 epoch. By time if we

train with maybe 60, 80 epoch, everything will be the answer would be perfect there.
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9. Export and Deploy!

L] )

1s -1h SUSER_EXPERIVENT_DIR/export;

So, then, so the next thing to do is to what export our model. So, how do you export your
model? You have the flag a which is classification then the keyword export. So, export
which model where is the path of the model, this is where the model save the path. And
where do you want to export it, which folder? This is the path of the folder here. There is

a folder that I will call export here. Then, you need the key also to do that.

(Refer Slide Time: 23:40)

" Jupyter start_here Las:Crecipant:anhour ago (unsaved changes) A

2+ 808 4V PRmBCH v B

Source

This Notebook was adapted from examples within NVIDIA TLT/TAO Docker container pulled from ngc.widia com

Licensing

“This material i released by OpenACC-Standard.org, in oollaboration with NVIDIA Corporation, under the Creative Commons Attibution 4.0 International (CC

So, we just run these and then we will have | am using on how. So, this way run. Then,

after this run we just validate that whether it is actually saved in the path we specify shall
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we do that, ok. | think that is done. Then let us check here we check that it is, ok. So, that
is that about NVIDIA Tao tool kit to use it that, save it here.

(Refer Slide Time: 23:58)

= Jupyter ]

So, you will be able to check your folder, you see classification, you will be able to see
export that this is the model there. | have been exported, this is the pretrained model, you

can also see that there. So, all of that is done.

(Refer Slide Time: 24:03)
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Shutdown kemel?

Do you wank to shuidoan he cuent keme!? Al ariadies wil be lost.

So, what I would do now is just to clear this, then turn down this kernel because we need
to move folder. So, after shutting down this kernel, | can just close these, ok, alright, yes.
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And then come here, | just | am stopping this, ok. Have clear, ok. And I can close this.
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DEMO

So, we will proceed. So, we have run that demo, then let us look at a little time we have

if we can move to YOLOS.
(Refer Slide Time: 25:16)

YOLOVS

* Yolovs5 is a family of object detection architectures and models pretrained on the COCO dataset .....

I https://github.com/ultralytics/yolov5 I

HOW TO RUN YOLOVS:
DOWNLOAD YOLOVS: python detect.py -source 0 # webcan

git clone https://github.com/ultralytics/yolovs imgjpg
od yolovs
pipinstall -r requirements.txt path/ &

So, YOLOS5 for computer vision, YOLO is a family of object detection. So, we use
YOLO for object detection. It is highly based for computer vision. So and where do you
get that? You can get that by visiting this website here. It is the original website. And

then this is the GitHub repo. So, you go to GitHub, we clone, you can clone this repo.
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So, now how do you do that? You need to clone following these steps. After you clone
then you have you cd into the file the folder the directory, then you keep install some

requirements. So, after you have done that, then you can now run your YOLO.

You can run because it can detect up to 80 objects. So, you just run python, detect.py and
then source; source means the input where do you want to get your input from. If you
want to supply input from a webcam, a single webcam you put it 0 here. So, it shows
inputs will be coming and you will be seeing the computer vision the data will be what

object detection running live.

If it is images you supply image here the path of the image rather than putting O here,
you put the path of the path of the image, you put the path of the image there. If this
video you can also what do detection on video. So, you put the path of the what video
there then if you want to do object detection on set of images, you also put the path there.
And you can do as well for YouTube and also for RTSP also. You can also run that

there.
(Refer Slide Time: 27:03)

Custom data training with YOLOV5
* Prepare you dataset . . . al . O ) Wit b L

e

* Annotate/label your dataset using Roboflow (r:

* Prepare your datayamlfile

> > 8 8

YOLOvSn YOLOvSs YOLOvSm  YOLOVSl  YOLOvSx

+ Train your custom data

[python3 tain.py i 640 —data./yolovs/dataset/data.yaml ~cig models/yolowsLyaml -weights yolovsLot -epochs 100

* Runinference
[ pythons detectpy ~source 0 —weights./yolovs/run/rain/expé weights/best pt_-img 640

Source: htps:/github.com/ ultalyticsyolovS wiki/Train-Custom-Data

So, and now, so | have not done that. So, where does the transfer learning it comes in? It
comes in when you want to use that particular model for your custom data. So, they call
it custom data training with YOLOS5. So, you bring your own data, not the data in the
YOLO. So, YOLOS5 was trained using coco dataset.
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Now, you have your own data. So, how do you prepare your data set? You have your
data in this format here. So, test, train, and validation in this set here. So, in each of them
you will have folder in each of them which is called images. This is where your image
will be. And you will have another one label, although this label will be empty at first.

So, the next thing to do is to what? Is to label these images so, how do you label or you
annotate these images? So, you go to what we call the roboflow. This is the website here.
So, in that website you upload this your data there and you do labelling and after then if
you generate this label file for you. Or, you can also use what we call the YOLO mark,
although you may need to fine tune some other things using YOLO mark because YOLO
mark is specifically dedicated for YOLOvA4.

However, the only thing you need to do is just the way it arranged the classes. So, if we
generate the label. So, what is inside the label? This is what is inside the label, yeah. It
has 5 features. Now, the first one is to give it the object class. So, if you have if you are

classifying 5 objects. So, it would be, you would give them value of 0, 1, 2, 3, 4.

So, this is an object class. The second one is the X-center of the object in the image and
this is the Y-center of that object, and the third one the third one is the Y-center. The
fourth one is the width of the image, and the last one is the height of the image. So, if

you see the second one here is 0, this is another class.

Then, the next thing to do is to prepare your data.yaml file. So, the data.yaml file is what
you have here. So, you have to what you add these paths. So, based on your folder, the
folder the YOLO folder you clone, YOLOV5, then you include data set path. This path is
to this data. Then, your train, you have your train and validation. So, it will be

train/images train/validation.

Once you use Robo, Robo will help you to generate these. So, the nc here means what?
The number of classes. Let us say we are considering two classes and the name of the
classes is just this. So, you have two classes, dog and person which is two classes. So,
after you have done that. So, your data set will look this way. You have test, you have

trained, you have validation, you have your data.yaml there.

So, the next thing to do is to select the weights you want for YOLO5 because YOLO5

has set of weights, different set of weight based on the model. So, you can have this is
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for YOLO, if you want to consider nano YOLO, if you want to consider small YOLO,
you want to consider medium size, large size or extra large size are there. And these are

the data set, these are the weights that you can download. This how they look like.

So, after you have done that then you can train your custom model. So, how do you train
your custom model you can train them using this python 3 because | am running on
Bluetooth, that is why we have python 3 train.py and this img is talking about the
dimension of your image. Then, data, that is where is the path to this data yaml. You
specify that.

And then there is the word the configuration file for YOLOS. This is the path you specify
it. Then, the weight you want to use based on any of these so if we select large, so the
weight will be YOLOV5I.pt that is the weights. And then the batch size and then the
number of epoch you want to.

So, after you have done that then you can also run; if after you have trained successfully
you can run your inference using this python3 detect.py. Then your source, if this is an
example for using camera webcam camera, so when | say source, its 0. So, that is

webcam camera.

Then, the weight. So, the weight will not be the weight that is here again because this
one is YOLOV5 weight. Now, you have trained your model your model the weight will
be saved in this paths. So, it will save it as dot best. So, you specify that weight and the
image size and then you are good to go.

So, all of that you can see, you can be for custom image, you will be able to access them
in this with this link. So, I will give a demo. But unfortunately, we may not be able to use
webcam because | am doing necessary | have been trying it, but it is not working with

this size.
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So, what we need to do now is to come here, ok. So, first thing to do is to download. So,
let us go here, ok. So, this is the site for the GitHub for YOLOV5. So, you can see it for
YOLOV5. They are requirement there the steps to follow.
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So, we can come here and say, ok let us copy this. It is clone you just copy, it clone and
you are here. So, | just cannot put us here. So, | just it will clone, hope there is more
because | have run this before. So, let us see then cd yolov5, then. So, the next thing to
do is to what pip install the requirements. | hope there will be no conflict because | have

done this for; so, because I am on Ubuntu my pip will be pip 3.

(Refer Slide Time: 33:24)
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So, it we do that, ok since it has been stopped before with that. So, now, YOLOV5 is
ready, not the custom one, but YOLOV5 is ready now. So, how do we run YOLOvV5
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now? So, if | want to use, | want to use what we call the webcam that will be an issue,

but I will show you.

(Refer Slide Time: 33:54)
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So, if | say python detect. So, this there will be it will complain of something, so it will
be python 3 rather, ok. So, python 3 detect. | hope you can see my screen. So, that is, so
this is python 3 detect, so, ok. So, it is running now. So, it is downloading the weights.

So, it aborted because ideally there is we cannot use webcam.
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So, what we need to do is let me just show you let me go to my folder here. So, once you
download your YOLO, this is YOLO. So, once you download it this is how the folder
looks like.

(Refer Slide Time: 34:58)

So, the folder looks like this, then what we need to do? In order to run that is if you go
to, you need to include a new for your a folder for your dataset. So, the one | have done
before is that I included the new folder, this is the one | have done before. So, I included
this, this is the data set.
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So, what happened here? This is the test, ok. Let me show you this is the test. So, you

have its image and what; label here.
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So, this is the image. | am just using this. This image is for image for dog and person.
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So, then the label is in this format. So, if you look at the label here, this is the format
here. So, in this class which I have shown you before. But how do you get this format?
So, for you to get this format what you need to do is to, what you need to do is to go to

come here please; | want to waste the time. What you need to do is to go to Robo, here
there is Robo here.
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So, this is custom data training, if you want to do custom data training. So, when you get

to custom data training then you go to Robo, this is Robo. Then, you need to sign in. | do

not know if it allow me to sign in because | have been signing in before, yeah.
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So, if you do not; if you are not signed up before you can sign up. So, once you sign up
what happened is you upload, you create a new project and upload the data. So, when
you upload the data for example, the one | have here then you go to annotation to
annotate the data the. So, this is the data here.
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So, | can click on them you start annotating. You will have specified the number of

classes because | am dealing with two classes here. So, how do you annotate this one?
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Once you are here, so you just click on the, you just have this. So, | can you draw the

you draw the box, it is called box, you draw it there.
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So, once you draw it there, so the class for dog is one you save that. Then you proceed
again to the next one. So, you can draw the box on that one as well, draw it there, then
you save the class is 1. By the time you get to another object which is not a dog, you

continue doing the same way.
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So, let me shift forward and see if | would say the one that include another one, ok. In
this case, this is two class. So, what you need to do? | will draw the box for the dog this

way the box, the box is can overlap.

Yes, | would say enter that is one for dog, then the class for person now. This is how |
would do the one for person, yeah. So, a person which is what the class is 2 and then |

can save that. So, that is how you do with Robo there.
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So, let us come back, yeah. I just show you how we came about this how we came about
this label, that is how we came about this label. So, it is going to generate it in this way.
So, once you draw the box this is the class, this is the for the X-center, Y-center, then the
height, the width, and the height of the of the image.

So, we are about to run them up, then before we run up let us just look at this. So, since

that one is dumped, so what can we do? | can test with this image here. Let me test with
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this. Just do that. We run. So, before | run that is there is an image here. So, in the YOLO
which we opened. Where is the YOLO here? We downloaded.
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So, if we go to data then images there is this image here. So, we wanted to identify this
images. | can use webcam. We can use it to identify this image and you will see what

will happen to that.
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So, and so if | run this from the right track then if we run and save. So, we save it as save
it. So, example of that. So, it is on my, it is on my workstation, then what I did is what a
put image here somewhere, ok. That the image can be here, which is under the pitch,
then | can see where we have bus here, ok, yeah.

So, you can see how it does the classification. It is able to recognize, and this is a bus,
this is a person, this is a person again, this also a person, is able to recognize that. Well,
if you have a | know | am not using ssh, you can use your; you can use these directs and
even with that if you have run that I think I run one before now which is under run dot

train, is it train or detects well, yeah, yes.
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So, this is the way supposed to run you can see. This was a live one 1 did, not too long. It
will be it will be recognizing this is a couch, this is a chair, that is how it will be running.

We will be seeing all of that there.

So, now, let us just show let me just show you how do you train the custom. So, for the

custom, what we need to do for the custom?
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Image to train is to then it this, I will explain this to you. Since, we will set everything
here into our YOLO; so into the YOLO what you need to do is this dataset is there. You
have put your own data. This is your test, this is your train, this is your validation is there
after you have download from Roboflow.

Then, this is the yaml file. Let me open this yaml file for you data.yaml file. So, you add
this path there, this is YOLO.datasets, YOLO5 datasets. All this will have been there
from Roboflow, will have given you all these train paths, validation path, this is number
of classes, if detach your data maybe you are dealing with 10 classes what would be here
will be 10. And we will list the names of all the what classes here. So, | am just dealing

with two here, that is why | have this one here. So, this is how it looks like there.

So, to complete that one, so what I need to do here is, ok. So, I will need to run that here;
| need to run that here then come in please working on this to put it there inside my
model. Almost done with that, is copies, and bring it here, then just yeah, ok. So, here
you have the train.py. This is the image size, this is the date, this is the path to my data
which is datasets data.yaml. This is the configuration file. This configuration file is the
one for YOLOV5 . The one for YOLOVS5 is you can see from this path here model.
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So, if I come back to model here, this is the path to the file here. Let me increase the
view here, so that you can see the view. So, this is the folder here. This is
YOLOvS5.yaml. That is that for this then the weights. | am using this weights. It is going
to download this with by itself. It does not exist 64 batch.

And the number of epoch is just a 100, but 100 would be too much for that. So, let me

just say 20, and let us see what happened there.
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So, this is how you would train. So, after you train you can also do inferencing. The

same way see is downloading the weights itself or the large.
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So, it is running the configuration and this is how you train with your custom data and
you start inferencing just the way others, that is the way we have done the initial one as

well. So, you can inference with that.

So, it keeps running well. Keeps running, | know you can do the inference yourself as

well by following the presentation that we.

Thank you for listening.
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