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Now, let us look at Social Media Privacy, particularly looking at social privacy, offline and
online, connecting offline and online privacy. This is one of very popular work done by
Alessandro and Ralph, which is looking at information flow on social networks, and looking
at the offline way that people behave also.

And please keep in mind, these are phenomenal work, like a decade or this | think, is 2004,
2005 paper. So, this is WPES, 2005. Keep that in mind, while we are thinking these kinds of
work are influential. But these kinds of work, you should also keep the context in mind and
when this should have been done and | am all of these studies can be repeated now | am

pretty sure. If you think about it, these kinds of studies can be repeated now to study how
privacy is what people think of privacy now.
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Background

In 2000, 100 billion photos were shot worldwide

In 2010, 2.5 billion photos per month were uploaded by Facebook
users only

In 2015, 1.8 billion photos uploaded everyday on Facebook, Instagram,
Flickr, Snapchat, and WhatsApp

Facebook, Microsoft, Google, Apple have acquired / licensed products
that do Face recognition
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I will go through this paper in detail a little bit to give you a sense of connecting this offline

and online, what interesting questions can be asked? Again, | am assuming that you will also
think of some ideas as | have said in week 1, it will be really, really nice if some of you
actually take up some interesting projects, as part of this course, do some data collection, do

some analysis, do some system building and see how it works.

It is not part of the evaluation. But I think it will be fun for you. In 2000, so, this is again,
giving you some numbers, giving you some numbers about what the, how the status at that
point was. And | added some 2015 numbers. | am sure you can add some numbers, even
please, more recently. In 2000, 100 billion photographs, were shot worldwide. In 2010, 2.5
billion photos per month were uploaded on Facebook. In 2015, 1.8 billion photos were

uploaded every day on Facebook, Insta, Flickr, Snapchat and WhatsApp.

Those are huge numbers, photos are getting uploaded everywhere. | am sure, from the week 1
until now, in the last 15 days, I am sure many of you would have uploaded many pictures on
these platforms. 1 am sure you would see me only uploading pictures as part of this class

itself.

Please, again if you think that there are interesting pictures that you can take, which is you
listening to my lecture, share it with me, | am happy to post it on social media, again, it is part
of the class. It is part of the class, studying how much information can be found and
understanding this whole mechanism of sharing these pictures and looking at what is going

on.



And for me, | think as if you have started following me by now, on any of these platforms, 1
actually upload a lot of pictures, I contribute to this 1.8 billion pictures that are uploaded on
these platforms. And all companies like Facebook, Microsoft, Google, Apple, Amazon |

think in you can add the list of Amazon also here.

All of them have actually acquired companies, which does face recognition because it is part
of their solution. Meaning if you use products, I mean in phone unlocks now because it is
actually looking at your phone, face through the camera, it is actually seeing that face
recognition solution. So, that is a manufacturing of phone is actually using these products
now.
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And from the privacy standpoint, it is actually interesting that many things are coming
together. One is uploading of pictures are increasing but it is also that public self-disclosure
through online social app, we are uploading pictures but we are also giving away more
information than just picture. So, you are saying where the picture was taken, who you are

with, all that photos, location, daily life details, all of that is being uploaded. Like for

example, I think I uploaded a picture.

When | started my first lecture recording, 1 am hoping that | will do the last lecture recording
also by taking a picture. Improving accuracy in face recognition is increasing uploading of
pictures, information with that picture is increasing, recognizing the objects in the images are

also increasing.



Again thanks to lots of computer vision solutions which is helping these things happen better.
The ubiquitous computing part which is only available devices everything is also increasing
day by day. Re-identification techniques are also getting better, which is if you have the one
that | said earlier if you have CS prof as an account on Reddit can you actually re-identify the
CS prof the techniques are getting better and you have a picture in which PK is there can you
identify picture PK in that picture when that picture does not, so to say, it explicitly state that

PKs in that picture.

So, those are the things that you can actually get better now, in all the years the technologies
have become better to our trust is. Information being uploaded, pictures being uploaded,
information attached to it, the face recognition and technologies for that is improved basically
cloud service providers and information that you can put it on cloud and keep it there for as
many as long as you want has increased, Re-identification has also increased. So, keeping all

this in mind is what they started asking a question.
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Question they were interested in

Can one combine publicly available online social network data with off-
the-shelf face recognition technology for

Individual re-identification
Finding potentially, sensitive information

They start asking the question that can one combine publicly available information which is
on social network data with offline with off the shelf face recognition technology for
individual Re-identification which is you take a Facebook post which has PK in it, nobody
said PK is not tagged in the picture, but you are uploading the picture and can you re-identify

PK in that picture.

Individual Re-identification find potentially sensitive information also, can you identify that
PK is actually in a location where he is not supposed to be or PK is with people who he not



supposed to be there or PK said that he is doing a but you have picture to show that he is
doing b, all of that. All of these are very interesting questions that come up as these pictures

can be used for analysis.

We have actually seen some interesting examples of these also, for example, matrimonial
websites. Matrimonial websites has these interesting feature because there people say what
they want people to know about them. | think you can argue for the face, social media itself
like that. In matrimonial it is a little serious about getting relationships built there, so, there is

a feature alcoholic.

Meaning there are features like salary, all of that gender. All this is there. But one of the
features that we found interesting at some point in time was alcoholic. Lots of people who
would say that I am non-alcoholic, they would put non-alcoholic for probably a better

impression | guess. It is all about impression management.

When we analyse some of these matrimonial websites, we found that again, all of this is
publicly available, we found that people will say non-alcoholic on a matrimonial websites,
you look at their Facebook or a Twitter post, they would actually be in a pub, they would

have uploaded a picture where it shows that they are actually consuming alcohol.

Interesting, which is what am 1 trying to do is connecting to this question, which is take up
social media information, which is somebody posted a picture on Twitter in a pub or a bar,
can you take that picture and use this other information in this case matrimonial website to re-
identify this person saying that it is actually PK, he or she is from this location. Interesting
question. Interesting connection you can make. And we found some interesting patterns after

this also.



(Refer Slide Time: 9:56)

7
§

NPTEL

Goalisto

Use un-identified source {Match.com, photos from Flickr, CCTVs, etc.} +
identified sources {Facebook, Linkedin, Govt. websites, etc.}

Get some sensitive information of the individual {gender orientation,
SSN, Aadhaar #, etc.}

Good, use unidentified source again the goal was online-offline. So, use unidentified source
which is Matchme.com, photos from Flickr, CCTVs, etcetera. And plus identified sources

like Facebook, LinkedIn, Government websites, etc.

Matchme.com is matrimonial website, any matrimonial website you can take, Flickr pictures
uploaded, we are not identified there. Whereas in Facebook, you can upload. If I upload a
picture, there is a high chance that | am going to be on the picture and if | tag you there is a
high chance that you are also on that picture. That is the identified source on the non-identify,

unidentified source.

That is the difference of these two datasets. You get some sensitive information of individual
using this information itself, gender orientations, social security number, adhaar number, can
you actually derive all this information from this online and offline source? So, those were
the goals for the study that they had in mind. One is to put the unidentified source with the
identified source. With that, can they actually find out some sensitive information of
individuals, let us continue looking at the study.
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Re-identification

Medical Data Voter List

Figure 1 Linking to re-identify data 4

So, one of the concepts that we will also, as | said before, we will deal more in detail later in
the semester, this whole idea for real identification, automated techniques, all that. So, this is
one work that became very popular, because of which the idea of re-identification anonymity

also became very, very important.

So, this was work done by LaTonya Sweeney at MIT. And what she did was she basically
took medical records and voter list, put them together, and then found that just this ZIP, birth
date and gender will actually be useful in re-identifying people in the US. So, this may look

slightly trivial now. But this is this was the first time it was done.

So, it was actually a phenomenal piece of work in 90s, where, where she looked at putting
these two data together, and then re-identifying people, and particularly she also re-
identifying some politicians there with, given their finding their medical records from this

medical data was actually super cool at that point in time.
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There are many techniques that has been built on this idea called anonymity, which is to

protect the data, when it is shared, and people cannot, nobody can actually re-identify people
in the data set. So, the idea called K-anonymity, which is done by LaTonya, then there was

idea L diversity, T closeness.

Now, differential privacy is one of the very popular techniques by which anonymity is
provided. I am sure if you are using the Apple phones, if you are using tools, which as
differential privacy, and these days, many tools are actually applying differential privacy in
their features. We will look at this more detail later in the semester, just focusing only on

what they are, how to technically achieve them.
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Experiment 1

Online - Online

Mined publicly available images from FB to re-identify profiles on one
of the most popular dating sites in the US
Used http://www.pittpatt.com/ for face recognizing

Pittpatt acquired by Google

Face detection

Face recognition

Use Tensorflow now



So, what was Alessandra and Ralph trying to do? Their first experiment was to trying to
connect online and online. What is the goal? Mined publicly available images from Facebook
to re-identify profiles on one of the most popular dating websites. If you remember, | said

dating websites, it is match.com.

You can think of it as jeevansathi.com any of those kind of websites, you could actually think
as one of the source. What they did? They found these images, so, they wanted to figure out

image who is that in the image. So, they use this tool called pittpatt.com.

Now it is acquired by Google, but the idea is to face detection and when there is an image, if
there is a face, the method would actually find out where the face is, and if there is a face, can
it actually find in that who was it in the picture also, meaning now | am sure you are more
skilful in terms of identifying these kinds of things. Many of them have become very popular

tools, which you can just give as input as images and output as faces in the pictures.
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Data

Identified
Downloaded ofiles from one city in USA

Profiles: 277,978
Images: 274,540
Faces detected: 110,984

The data that they had was so again, remember identified and unidentified data, identified

sources. The data that they had is downloaded Facebook profiles from one city in the US

profiles.

They have profiles 270,000, and images 274,000, faces detected is about 110,000. So, this is
the identified source because it is Facebook, because Ponnurangam Kumaraguru is uploading

the pictures and it is taken from my profile.



So, you can actually identify that PK is in this picture are not. Today, this may be a little hard
to do, because I think collecting the data from Facebook may be a little harder you have to
do much more than what they did, during 2004 2005, when they could actually easily collect,
give input as a city and get the output as a profile from that city. But as today you have to
build an app get a lot more approval from the users who are using these solutions for the data
to be collected. That is identified.

(Refer Slide Time: 16:27)
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Un-Identified

Downloaded profiles of one of the popular dating websites
Pseudonyms to protect their identities

Photos can be used to identify

Same city was used to search

Profiles: 5,818

Faces detected: 4,959
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Now looking at the unidentified data, unidentified data is its matrimonial website
jeevansathi.com or matrimonial.com, | could actually create a profile in whatever name |
want and now that it is unidentified, that is the data that they collected. Downloaded profiles
on one of the popular dating websites pseudonymous to protect their identities, which people
use | think earlier, one of the classes | said CS Prof as a pseudonymous identifier for me,
which could be possible and photo can be used to identify photo from the Facebook profile,
same city was used to search given that they did a search for one city in the US, they use the

same city for data collection here.

Why? They wanted to make the comparison, they wanted to merge the data, so they pick the
data from Hyderabad and if they pick the data from Chennai, today meaning there is high
chance that you are going to find me in Chennai’s data whereas if you find the Facebook
profiles from Chennai, and the matrimonial website from Chennai, there are high chances
that you will find me in both the data.

And the profiles that they collected were about 5818 and faces detected are about close to
5000 photos. You can clearly see that is the data that they are going to play around with
photos here. Faces here.
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Unidentified {Dating site photos} + Identified {FB photos}--> Re-
identified individual

More tha Wo airs compared

Used only the best matching pair for each dating site picture
PittPatt producesscore of -1.5 to 20

Crowd sourced to Mturkers for validating PittPatt
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So, what was the experiment 1? Experiment 1 was connecting this unidentified source, which
is the dating web sites to be identified source which is its Facebook profiles to re-identify
people, I am sure you are already guessed it. Putting these two together, we should be able to
find out who the CS prof in the matrimonial website is, from the Facebook profile that you

have actually got mine more than 5 million compared.

So, you have to compare this 100,000 pictures with the 5000 pictures from these both sources
used only the best match matching pair for each dating site picture. So, the idea is that they
bothered to get the sort to say, the match should have been the maximum, that is when you

can actually argue that look, these two are the same people.

And | am sure you can do many different algorithms to figure out whether this person is same
or not, but they ended up making this choice as best matching pair pittpatt produces a course
of score of minus 1.5 to 20. And then they also had the MTurkers. Which is Mechanical Turk
platform where you actually show these images that they have found out that this is same PK

from match. matrimonial.com and PK from Facebook.

They showed these two pictures let us take I do an exercise with all the class students in the
class. | get you to do, actually say click on it saying okay, is this the same person or no? This

is the same person or no? | will show you 50 pictures, and | get to tagged.

And similarly, I will show the same 50 pictures to 55 other people, all of them will actually

tagged and accordingly, I can actually make a choice that whether it is same person or not,



this method is actually very common annotation, and getting real people to actually do this
task.

Which will help the results that you have more confidence in it, now that people are actually
doing and it is not just the algorithm that is doing it, people have confirmed it, what the
algorithm form and they did a Likert scale of 1 to 5, which is matching, whether it is
matching fully, whether it is matching partially or whether it is not matching, that is the

results that they got.

So, why is this better, because, see otherwise, if you were to do go and do all the 500 million
by the M Turkers, it is going to, it is going to take a lot of time, it is going to take a lot of
money, instead, run it by an algorithm, reduce that number to a smaller size, and then actually
show it to users. By that way, you are actually reducing the time, reducing the cost and

probably making the results better also, at least 5 turkers for each pair.

So, this is what | said, | would take 50 images and get 5 of you to actually annotate the same
picture, therefore | have more confidence again, if 5 people agree that it is the same person,
or it is not the same person that is actually chances that it is not the same person. It is not all 5
people agree, let us take if 3 people agree that it is the same person, then just making my
confidence level, higher is what all of this is about getting more people to annotate, getting

actually people to annotate also, in addition to the algorithms that are found.
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Experiment 1 results, what did they find? They found that highly likely matches is about 6.3

percent. When users enter it was actually matched, it was about 6.3 percent, highly likely plus



likely this is big, this is happening because of the 5 point Likert scale 1 to 5, highly likely,
likely matches neutral, highly unlikely and then highly unlikely matches.

So, this is 10.5 percent, which means 1 in 10, from the dating website was actually Re-
identified. Just imagine, just from one city, data was collected, and they could actually
identify 1 on 10 percent of the people re-identification. So, therefore, it is actually many as
you think about it, think about ways by which you can actually do this in India, also try some

small experiments that do it.
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So, if you think about the methods that we just saw, which is just taking images, putting them
together, figuring out whether they are the same person through an algorithm and then using
an Mturker to confirm it, mean if you are the attacker, attacker in terms of actually finding
either in one side, can you actually do things that it will not be re-identified. So, that | as a
user, | speak here, |1 want to put the pictures on matrimonial website | am not on Facebook,

but 1 do not want people to actually connect them together.

Versus on the other side, | want to put pictures together and | want people to re-identify that
it is the same person. So, that is the spectrum that generally comes into discussion bar, where

a user completely wants anonymity which is, | do not want to be re identified.

This let us take as 100 percent anonymity and this is O percent anonymity, just like, just
connect me | am okay, even though if I have a handle says Punnurangam, | am CS Prof. |

would like you to I would like an algorithm to actually figure out that it is actually the same



PK that is here. All decisions, all technologies, all platforms that we build, keeping this

anonymity in mind will fall into this spectrum.
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They did experiment 2, what they try, they tried offline to online, which is collect data
somewhere in the offline mode and then link it to the data that is provided that is available in
the online mode, pictures from Facebook college network to identify students trawling on the
campus, so they took one campus, they collected data from that particular campus Facebook

profiles.

Again, this may not be possible now, because of all the restrictions on Facebook. But, but
during those days it was possible, which is find a search particular campus. And then you can

get all the profiles from that particular campus.
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Experiment 2: Data

Webcam to take 3 pics per participant

Collected over 2 days
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So, they had, what for the offline thing, what they did was, they just set up a small webcam
on the campus and then for 2 days, and they just took pictures of people walking around on

campus, they took 3 pictures of a particular participants, of course, it was all done, IRB

approved everything.

So, the use of consent and into doing the study, and 3 pictures were taken about. So, let us
assume that | am a student of this campus, | walk around, and then the study administrator

stopped me and say would you be going to participate in the study?

If so, they would take 3 pictures of mine, and then use it for the data, use it for the analysis.
Facebook data for the university that they collected profiles is about 25,000, images is about
26,000. And about 11,000 faces detected. It looks like they had a lot of faces and images,
26,000 images with 114,000 faces. That is the data.
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Experiment 2: Process

Pictures taken of individuals walking in campus

Asked to fill online survey

Pictures matched from cloud while they are filling survey
Last page of the survey with options of their pictures

Asked to select the pics which matched closely, produced by the
recognizer y
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Experiment 2 pictures taken of individuals walking in the campus asked to fill in online
survey. So, while pictures of the 3 people were taken, and then the participants were asked to
fill a survey, pictures match from the cloud, which is when they are filling the survey, there
was matching down between the pictures that were taken to the pictures that they are already

connected from Facebook.

I will show an image where everything is in probably like an architecture diagram, which will
walk you through the process, pictures match from the cloud while they were filling the
survey and last page of the survey, were the options of the pictures, which is by the time they
finished the survey, they could actually do the comparison and bring it back I will show it in
the last page saying, look, these are the pictures that we got from Facebook. Comparing the
pictures that you just showed, that we just took keep yours, asked to select the pictures which

match closely produced by the recognizer.
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So, that is the flow of the experiment, which is starting here, upload 3 pictures, upload 3

pictures of the user and compare it with the server.

And then when compared with the server, bring it back, generate the survey token and survey
meaning the user is filling the survey by that time they would compare and then by that

comparison.

So, that is the architecture diagram that | was referring to, what they do is they get the user to
take a picture of the user, they upload it from the users, meaning they take the picture of the

user upload it to the server, do the comparison, face recognition results are showing up here.

And then they are filling the survey customer custom survey that they are filling, the results
for the survey is given back. So, this is the experiment subject, this is the supervisor so
essentially the supervisor is the one who is taking the picture uploading the picture getting the

comparison and if you see this, this is me doing the study.

So, essentially, it is simple, taking my pictures, uploading it to a server, doing the

comparison, asking me to fill the survey and then showing the pictures again to me.
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Experiment 2: Results

98 participants
All students had FB accounts

38.18% of participants were matched with correct FB profile

Includinga participant who mentioned that he did not have a picture on FB
(Shadow profiles!)

Average computation less than 3 seconds
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98 participants all students had Facebook account, 38 percent of the participants were
matched with the correct Facebook profile, which is the correct message is coming from, |

am being asked to mark saying, is this me from the picture.

That is the last part of the study, including a participant who mentioned that he did not have a
picture on Facebook. So, that is the idea of shadow profiles, which I think in one of the
videos that | asked us to see, you must have heard about a shadow profile, which is the social

media platforms having information about users when they are not even on the platform.

That is the shadow profile, which is let us take some of you are not on Instagram and but,
Insta actually has information about you, when you show up in their platform, they would

actually use that for recommendations, use that for other purposes.

That is that idea is called Shadow profile. In this case, there was one participant in the study
who said that he has never uploaded a picture on Facebook. But he was actually there was a
picture which the researchers found that he was in the picture, average computation, this is

just to show the computational side of it 3 seconds.
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So, this is one mean a kind of anonymized picture. The idea is that they took this is the
picture. This is the kind of picture that they would actually they were actually taking in the
study, asking a participant, and they use this picture to find out this person was actually in a

group picture from Facebook.

This is the study picture. While the study 3 pictures that they took, and it is this is the picture
from Facebook that they found off the user. So, that is the kind of input and output that that

was there in the study.

(Refer Slide Time: 31:52)

Experiment 3

Predicted SSN from public data
Faces / FB data + Public data )SSN

27% of subjects’ first 5 SSN digits identified with four attempts -
starting from their faces

Predicted sensitive information like SSN




Ralph and Alessandra did not stop here. They wanted to actually use this to do something
more interesting, which is on the social security numbers. So, the TED talk that | asked you
to watch last week, which is by Alessandro should have, should have given you an idea of
what social security number study that Alessandro has been doing for quite some time in

trying to re identify people their social security numbers.

What did they do, they predicted social security number from public data. This is another
paper by itself, but it is an extension of the work that Ralph Alessandro did as in the other 3
part study. The faces are Facebook data, plus the public data, this is what they used, they had
all this information, Faces, Facebook data that they had collected just now on the experiment
2.

And then the public data they could actually collect from anywhere on the internet, and then
predict a social security number. So, this is for those of you who do not know what a social

security number is, it is digits, numbers that are given to US citizens, like our adhaar number.

So, it is very, very meaning or | think our adhaar idea UID idea spun out of many of these
national 1D numbers across the world one after the social security number in the US. 27
percent of subjects first 5 SSN digits identified with 4 attempts starting from their face, which
is from so the simple idea is that from the faces they were able to identify some digits of the

social security number.

Why some digits interesting is because the way that the social security number is given the
for example, if you see the 3 digit here, 2 digit here and then the 4 digit, this digit itself, the

way it is placed itself was actually giving you some information, which is where I was born,



which city | was born, and during which time | would have | was born all that was embedded
in this number, which is what was making it slightly easier and which is what, if you were

able to find out, then you would actually re identify social security number of people.

Predicted sensitive information like social media number, they actually use this for

predicting.
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Predicting Social Security numbers from public data
Alessandro Acquisti' and Ralph Gross

Communicated by Stephen E. Fienberg, Camegie Mellon Universty, Pitisburgh, PA, May 5, 2009 (receed for revew January 18, 2009)

Information about an individual's place and date of birth can be  number (SN). The SSA openly provides information about the

" exploited to predict his or her Social Security number (SSN). Using
only publicly available information, we observed a correlation
between individuals’ SSNs and their birth data and found that for
younger cohorts the correlation allows statistical inference of
private SSNs. The inferences are made possible by the public
availability of the Social Security Administration’s Death Master
File and the widespread accessibility of personal information from
multiple sources, such as data brokers or profiles on social net-
working sites. Our results highlight the unexpected privacy con-
sequences of the complex interactions among multiple data
sources in modern information economies and quantify privacy
risks associated with information revelation in public forums.
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identity theft | online social networks | privacy | statistical reidentification

I n modern information economies, sensitive personal data hide in
plain sight amid transactions that rely on their privacy yet require
their unhindered circulation. Such is the case with Social Security
numbers in the United States: Created as identifiers for accounts
ing individual carnings (1), they have tumed into sensitive
ication devices (2), becoming one of the pieces of informa-
tion most often sought by identity thieves, The Social Sccurity
Administration (SSA), which issues them, has urged individuals to
keep SSNs confidential (3), coordinating with legislators to reduce
their public exposure (4)." After embarrassing breaches, private
sector entities also have attempted to strengthen the protection of
thie

ncsimere’ and smnlowmos’ data (T) | Hosor thi hares may

process through which ANs, GNs, and SNs are issued (1). ANs
arc currently assigned based on the zipeode of the mailing
address provided in the SSN application form [RM00201.030]
(1). Low-population states and certain U.S. possessions are
allocated I AN each, whereas other states are allocated sets of
ANs (for instance, an individual applying from a zipcode within
New York state may be assigned any of 85 possible first 3 SSN
digits). Within each SSA area, GNs are assigned in a precise but
nonconsecutive order between 01 and 99 [RM00201.030] (1),
Both the scts of ANs assigned to different states and the sequence
of GNs are publicly available (see www.socialsecurity.gov/employer

stateweb.htm and www.ssa.gov/history'ssnigeocard html). Finally,
within each GN, SNs are assigned “consecutively from 0001
through 9999 (13) (see also [RM00201.030], ref. 1)

The existence of such patterns is well known (14), and has been
used to catch impostors posing with invalid or unlikely SSNs (15).
However, outside the SSA, the u'xLNanm'mmhnv. pattemns was
confined to the awareness of the possible
state and the GNs issued in a certain
Jimited knowledge, SSN inferences descr
start from known SSNs and predict, based on their digits,
possible states and ranges of years when those SSNs could £
been ssued (15). We conjectured, however, that the funct

relationship between the digits of an SSN and the location ang
of its application could be reversed, allowing the inference off
the @ dioite of unknown SSN& ctartine from their nrecimntive!
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So, here is a paper, we would not get into details of full detail"s of this paper. But here is the
paper, which actually looked at this, which is predicting social security numbers from public
data.

They went and argued that look, we could actually figure out social security numbers because
of various reasons, which is when the number could have been given, given the number, you
could actually predict over this number might have been given in this period, and therefore
this person would have been born around this period, all these kinds of predictions they were

trying to do.

And with the data that was publicly only available, that is the cool part about it, that they used

only the publicly available information to predict the social security number. So, yeah, please



take a look at the paper if you are interested. And if there is any questions, feel free to post it
on the mailing list, 1 will be happy to take it there. So, that was about using social data for

predicting some sensitive information.
(Refer Slide Time: 35:55)
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Activity Mandatory
Edward Snowden, Permanent Record

:

https://youtu.be/PArFP72irtg X

So, as | said, every week | will get you to watch some videos, TED Talks, documentaries, all
that for this week. So | will try and mark it as mandatory some and | will try mark some as
optional. Because | think for documentaries on Netflix, and all I do not know whether to
make it mandatory, but | am, but | am sure you as all of you may have a Netflix or Prime

Video account. But try and watch it even if it is optional.

So, this one is actually an interview. Trevor Noah and Edward Snowden I do not know how
many of you have read the book permanent record. But this interview, give you an insight
this is a very recent interview also would give you a good insight on how Edward has been
thinking about this idea called mass surveillance?

And what are the things that he thinks would help in setting my what are the complications

that is going on in terms of whistleblowing within the government that he did?



(Refer Slide Time: 37:23)
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Activity Optional

* Watch Snowden documentary;
please watch it again, if you have
watched it before

* Submit your thoughts on

Privacy concerns that the
documentary highlights

* Things you learned (small or big) that
you never knew about

* Things you can do to help broader
audience be aware of the topic
discussed in the documentary

This is a optional one, just because it is, | think this documentary is on Netflix. But this will
build on meaning if you watch the interview, and this documentary will give you a good

sense of what happened. And what is the current state of Edward, in terms of his activities.

So, this is a documentary which talks about what he did within the government and
whistleblowing all of that. What do | want you to submit when you have watched both these
videos, a privacy concerns that the documentary highlights or the view video highlights?
Things that you learnt small or big, that you never knew about? There must be something that

is showing up in these videos, which that you did not know before.

I think he would talk about mass surveillance, he would talk about legal rights that citizens
have in terms of protecting yourself, if you were to become a whistle-blower, things you can
do to help broader audience be aware. So, one of the idea for me to get you to watch these

videos is that meaning I think these will give you a good sense of what the problem is.

But I think we should also think about what are the methods to tell others about this problem,
can you actually think of awareness creation of these topics to others, because | think more
people understand these kind of ideas, mass surveillance, privacy, anonymity all that I think
the general usage, digital literacy would increase and in the process, | think our all of our
experiences on using these tools will also increase, which is actually pretty low in India to

start with.
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Summary

Privacy Enhancing Technologies
Privacy Invasive Technologies
Privacy Decision Making

Social Media Privacy

e

So, what did we covered this week? This Last week we covered the privacy enhancing
technologies looking at meaning what are the methods by which you can actually increase the
privacy, some tools like P3P, privacy bird, privacy finder, some Tor, all of that we saw
privacy invasive technologies we talked about RFID tags, we talked about methods

advertising.

We talked about tracking all about that some of the topics will come again later in the
semester but for now we just understood what the topic is, a privacy decision making looking
at P3P again as an example. Social Media Privacy is a big topic for this class but we just saw
one study where they used the publicly available information and this idea for online and
offline putting them together and creating user profile particularly Re-identifying social

security numbers and Re-identifying people using pictures.
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So, that was week 3 and please again use the mailing list effectively to talk about the topics.
Any questions about the lectures feel free to ask, we would also do this online session again
to just make you feel comfortable with the topic and also bring out some of the other topics
that you may be interested in. Thanks again for watching the lectures. See you soon on week
4,



