Artificial Intelligence: Search Methods for Problem Solving
Prof. Deepak Khemani
Department of Computer Science & Engineering
Indian Institute of Technology, Madras

Lecture — 14
A Brief History of Al

(Refer Slide Time: 00:15)

The Chess saga: Triumph

1992: Amicrocomputer, the ChessMachine Gideon 3.1 by Ed Schroder, wins the 7th World
Computer Chess Championship in front of mainframes, supercomputers and special hardware

1994: ChessGenius, defeated a World Champion (Garry Kasparov) at a non blitz time limit.

1996: Deep Blue loses a six-game match against Garry Kasparov.

1997: Deep Blue wins a six-game match against Garry Kasparov. The Deep Blue inventors
Fang Hsu, Murray Campbell, and Joseph Hone awarded the Fredkin Prize.

2002: Vladimir Kramnik draws an eight-game match against Deep Fritz.
2005: Hydra defeats Michael Adams 5.5-0.5.
2006: The undisputed world champion, Viadimir Kramnik, is defeated 4-2 by Deep Fritz.

2010: Before the World chess championship, Topalov prepares by sparring against the
supercomputer Blue Gene with 8,192 processors capable of 500 trillion floating point operations

Source: http://en.wikipedia.ora/wiki/Computer chess
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Al: Some landmarks

1957 Newel, Simon and Shaw implement General Problem Solver
Noam Chomsky writes “Syntactic Structures’

1858 John McCarthy introduces LISP at MIT
Herbert Gelernter (PhD dissertation) : Theorem prover for geometry

1959 Minsky and McCarthy set up Al Lab at MIT
Frank Rosenblatt builds the Perceptron
Arthur Samuel's Checkers program beats the best human players

1960 Bar-Hillel writes paper describing difficulty of Machine Transiation

1962 Unimation: First industrial robots
Jaakko Hintikka writes “Knowledge and Beliel'

Saul Kripke inroduces Kripke structures for possible world semantics

1963 : Ivan Sutherand (PhD dissertation) Sketchpad: CAD program
Ross Quillian: Semantic Nets

Susomo Kuno's parser at MIT tested on ‘Time flies like an arrow”
Edward Feigenbaum and Julian Feldman publish ‘Computers and Thought

1964 : <_Daniel Bobrow (PhD dissertation): STUDENT - solves algebra problems
’ £3 ertram Raphael (PhD dissertation): SIR - on knowledge representation for question answering

th Source: http://en. wikipedia.org/wiki/Timeline of artificial inteligence
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So let us move on to general Al and look at what has happened since the Dartmouth
conference, before we come back to the main question again essentially. So, we will just
quickly learn through some of these things; we have already mentioned the general problem
solver by Simon and Newell, then Noam Chomsky wrote his book on Syntactic Structures

which was very influential in natural language linguistics.

McCarthy introduces list Gelernter wrote a program for proving theorems in geometry; this
was part of his PhD works. So, you will see a list of people whose PhD works appears in
landmarks in AlI; so it is a kind of a motivation for some of the PhD students sitting here
essentially. So, Minsky and McCarthy set up the Al lab in 59; Rosenblatt build us Perceptron,

the Perceptron was a single layer neural network which had this learning capacity.



So, the neural networks or programs which are basically perceiving this idea of learning or
training as they called it; you show a system a sequence of patterns and it will learn to

recognize that pattern. Samuel’s programs beat the best players.

People also started talking about machine translation around that time; but one of the early
reports were Bar Hillel said that machine translation is not something that we can do so easily,
which is actually quite true. In this early 60s the first industrial robot started coming; Hintikka
wrote his influential book on Knowledge and Belief, which talks about how can you formally

reason about what people know.

So, I know that, you know that something you know this kind of a thing. So, Kripke
introduced a formal model for this kind of reasoning called Kripke structures. There was
progress in CAD, Sutherland; Quillian wrote the program for Semantic Nets. Kuno’s parser

on MIT was tested with this very well-known sentence time flies like an arrow essentially.

So, I would urge you to look at this sentence and try to pass it. Now the thing about us
humans is that, we always quickly home into one parts of the sentence; because we are like
Kant said predisposed to certain ideas about this world essentially. So, when we hear a
sentence like time flies like an arrow, we do not even think that it could have any other
meaning than that time is going passed very quickly essentially; but for a machine which is not

biased by such predisposed ideas, there could be other meanings as well.

So, this is an ambiguous sentence; if you look at it from the fundamental point of view, it
could have other meanings and words could have other meanings. So, one of the problems in
natural language processing is that, the language, our languages are so rich that we can say the

same thing in many different ways.

But also conversely something we say can have many different meanings as well essentially
know; which is of course very useful for politicians, because they say something and then they
say that this is what I meant or you are quoting me out of context or something like that

essentially.



So, this sentence time flies like an arrow, I would urge you to look at other meanings or look
up the web and try to see what other parts structures. So, when you say parts like; parts is we
mean you know subject, object and you know noun phrase, verb phrase and this kind of

structure essentially.

So, it is time adjective or is it a verb you know, you can look at some of those options
essentially. A very influential book called Computers and Thought by Feigenbaum around that
time. There was programs to do, you know we saw a program for geometry, then we saw
program for algebra by Bobrow, a program to answer questions for people; you can put all
these things together and build a system which can you know teach somebody let us say

algebra or geometry or something like that.

(Refer Slide Time: 04:54)

Some landmarks (continved)

1965 Alan Robinson: The Resolution Method for theorem proving
Ivan Sutherland and Bob Sproulli demonstrate Virtual Reality with a head mounted display
Simon predicts *by 1985 machines will do any work that man can do”
Herbert Dreyfus argues against possibility of Al

1960 Weizennbaum's ELIZA

1967 Greenblatt's MacHack defeats Dreyfus at Chess
DENDRAL program (Edward Feigenbaum et al. at Stanford University) demonstrated to interpret mass
spectra on organic chemical compounds. First success of knowledge based

reasoni
1&% ™ Joseph Moses (PhD dissertation) MACSYMA - symbolic reasoning in mathematics
1969 SHAKEY the robot demonstarted at Stanford Research Institute

Minsky and Papert's book “Perceptrons’ limits powers of single layer neural nets

Roger Schank defines Conceptual Dependency theory
McCarthy and Hayes discuss the Frame Problem

1970 Bill Woods: Augmented Transition Networks for Natural Language Parsing
Patrick Winston (PhD Dissertation) ARCH: leams concepts from examples from children's blocks
1871 Nils Nilsson and Richard Fikes demonstrate the planning system STRIPS

Terry Winograd (PhD dissertation) SHRDLU understanding English in a restricted domain

in Colmerauer develops Prolog
3 /I &arl Sacerdoti: Hierarchical planning with ABSTRIPS
NIF;WEH. Source: hitp://en wikipedia org/wiki'Timeline of artificial inteligence
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In 65 Alan Robinson introduced this very this method called the resolution method for
theorem proving, which revolutionizes this whole idea of theorem proving. So, by theorem
proving we mean the kind of thing that LT was doing, logic theorems was doing; that given a
set of axioms or given a set of premises, what are the things that you can prove from there
essentially. And there were other developments; Herbert Simon predicted in 1965 that by 1985

machines will do any work that man can do essentially.

So, this very optimistic people; we have seen that Alan Turing also said that by 2 thousand the
Turing test would be passed essentially, none of that has really happened. So, at the same time

Herbert Dreyfus argues again Al; we have seen Eliza earlier.

In 1967 Dreyfus was bealO by a chess program at chess; also there was this program called
Dendral which was one of the early successes of Al, which could do chemical analysis for us.
So, we will not go into the details now, but later on in the course we will see what Dendral

did; but it was it operated at the level of an expert chemistry.

Then Moses theories work on symbolic reasoning in Al which is now so common essentially;
that everybody uses symbolic integration, packages, you know MATLAB, maxima and all
these kind of packages. Shakey the first robot appeared in SRI Stanford Research Institute;
Minsky and Papert wrote this book on Perceptrons, we mentioned perceptrons, they are single
layer neutron. What Minsky and Papert showed in 1969 was that, perceptron was limited to

recognizing only certain kinds of patterns essentially.

And the kind of patterns that the perceptron could recognize what patterns that were linearly
separable; which means that if you were to plot them in some space, let say 2 dimensional or 3
dimensional space or let say 2 dimensional space, then you could draw a straight line which
would say one side of the line is class a and the other side of the line is class b. So, such
patterns are called linearly separable patterns. And what Minsky and Papert showed was that,

that is all the perceptron could do.



And it is it is said that this skilled the research in neural network for quite a while; it was not a
till the mid eighties that people started getting interested in neural network again. That is when
they realized that multi layered neural networks have do not have this limitation; that they are
not limited to finding only linear separators, so but that is what happen in 69 essentially. So,
Schank talked about his conceptual dependency theory; McCarthy talked about the frame

problem essentially.

The frame problem says that, if you are representing about a world and if you are reasoning
about change in the world; how do you figure out what is not changed essentially? So, if
something was true, if my watch is lying on the table here and I look that side for a few
minutes and then I look at this again; is the watch still there? Of course, I can see it is still
there; but in the reasoning system after sometime, after 2 hours will the watch still be there?
Of course, they had a different example about a loaded gun, which we will not get into right

now.

So let me see what are the other stuff. So, Nilsson and Fikes demonstrated this planning
system called STRIPS, we will see STRIPS later in this course. And Winograd wrote a
program called SHRDLU which could do natural language conversation in a well very limited
domain, the domain of blocks world. So, it could converse with a person take instructions and
do things. So, you should look up SHRDLU on the net and you will probably get a sample

conversation.

So, you can say things like pick up the green block and put it on top of the red one and it
would do that; it will understand what you are saying and do that, in a sense it would generate
a plan for doing that essentially, it is quite interesting. Around that time this language prolog
was deviced by this French man Colmerauer and some more work on planning for example,

ABSTRIPS essentially.



(Refer Slide Time: 09:37)

SHAKEY

Developed at Stanford Research Institute by a team led by
Charles Rosen during 1966-1972, Shakey the robot was
the first general-purpose mobile robot to be able to
reason about its own actions.

It wandered around the corridors of SRI turning the light
switches on and off, opening and closing the doors,
climbing up and down from rigid objects, and
pushing movable objects around.

Keywords: Robotics, computer vision, ntural language
processing, LISP, A*, STRIPS, Hough transform, visibility
graph, collision detection.

Ao
| -

th Source: http://en.wikipedia.org/wiki’Shakey the robot
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So, here is a picture of Shakey, this was the first autonomous robot that was built which could
take it is own decisions. So, it could wander around the corridors of SRI which is Stanford
Research Institute and do some limited things like open doors and plug it iself or getting
charged and things like that essentially. And so, Stanford was another hotspot of Al activity;
people like Nilsson and many others were there. And some of the names that we associate
with Shakey list is, LISP of course came by McCarthy; but algorithms like A star and STRIPS

and visibility graph and collision detection they were all discussed at Stanford.
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Some landmarks (continued)

1973 Schank and Abelson introduce Scripts for story understanding
1974 Ted Shortliffe (PHD dissertation). MYCIN ~ rule based approach to medical diagnosis
1975: Marvin Minsky publishes article on Frames

The Meta-Dendral learning program produces new results in Chemistry
Austin Tate developes the Nonlin partial order planning system
Sacerdoti developes the NOAH planing system

~1975: David Marr and colleagues at MIT describe the ‘primal sketch” as visual representation

1976 Randall Davis (PhD dissertation) demonstrates the power of meta-level reasoning
Douglas Lenat's (PhD dissertation) program AM creates a stir

1677 SRI's PROSPECTOR expert system predicts existence of a hitherto unknown molybdenum deposit
in Washington State

1978 Tom Mitchell invents the concept of Version Spaces
Herbert Simon wins the Economics Nobel prize for his work on bounded rationality
Stefik and Friedland's MOLGEN demonstrates the utility of object oriented programming

1979 The Stanford Cart by Hands Moravec autonomously navigates in the Stanford Al Lab
47-\BKG a backgammon program by Hans Berfiner defeats reigning world champion
’ ¢ McDemott, Doyle and McCarthy publish on r onic g and truth 1ce
N;WEFL Source: hitp://en wikipedia org/wiki/Timeline of artificial intelligence http://www.stanford. edu/~leamesticart. htm
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So, let us move on. So, in early 7 ties, Schank and Abelson introduce a idea of a Scripts, they
say they if you want to understand; remember this Schank says that we perceive the world in
terms of pre-defined a priori as we call them. What are those a priories? Schank and Abelson
say that, these are like scripts; so it is like a movie script that you always follow a script when
you are acting. So, if you, so the standard example that they used were restaurant essentially;
if you go to a restaurant, you essentially following a script, that this is how typically things are

done 1n a restaurant.

So, if you hear a story about somebody going to restaurant, then you can understand that
story if we have the script in your head essentially, so that was the idea of scripts. We have
already talked of Dendral, another success was MYCIN; it was a rule based what people
called as expert systems and the eighties was the time and people wanted to build lots of

expert systems. By expert systems they meant, a system which will capture the knowledge of



an expert; typically in a rule form we will see this later in the course and perform at an expert

level essentially. So, MYCIN was the program which did medical diagnosis.

Minsky wrote about his frames advance version of Dendral called Meta Dendral had some
learning capabilities; there were some more planning systems, there was more work on visual

representation.

The power of meta level reasoning for example, Randall Davis we see here another PhD
thesis. Lenat’s program called AM, AM stood for applied mathematician; created quite a stir
when it was first published essentially. So, if you look at some of those papers which talk
about AM, it was a program which Lenat claimed was doing mathematical discovery; that you

give it basic concepts and it will learn new things.

So, concepts like prime numbers, the concept of frame numbers ok; not an algorithm to find
prime numbers something. What is the notion that some there is something called prime
numbers Lenat claimed his program could learn? And essentially his thing was that it followed
the heuristic that go towards extremes of certain kind and one extreme is that, the number of

devices that a number can have

So, one extreme is 2 essentially; you cannot you cannot have less than 2 devices, except you
know one and it iself, counting one and it iself. So, the smallest number is 2. So, those
numbers are interesting. So, Lenat claimed that his program was doing that; but has it of10
happens, people discovered that a lot of things for sort of encoded into his learning program it

iself essentially. So, there and that is something that we have to be vary about essentially.

Now, we write a program and we put it our knowledge somehow which is embedded into the
program and then we say this system has discovered that knowledge. So, we are talking about
expert systems; the system called prospector which was built at SRI for prospecting the
national world found some unknown deposits of molybdenum you know in Washington State.
So, Mitchell invents the concept of version spaces and so on and so forth; we will skip some

of these things.
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Some landmarks (continued)

~1980 Dickmanns et al build the first robot cars driving autonomously in Munich
Lisp machines and Expert System shells appear in the market

1980 Douglas Hofstadter publishes Godel Escher Bach
McDermott buids the XCON expert system for configuring VAX machines
FirstAAAl conference

1081: Daniel Hills designs the Connection Machine
Common Lisp standard defined

1982: Japanese govemment launches the Fifth Generation Computer Systems program
John Hopfield resuscitates neural networks

1983 Darpa initiates Strategic Computing Initiative
John Laird and Paul Rosenbloom (PhD dissertations) - CMU's SOAR architecture
James Allen invents Interval Calculus

1985: AARCN the drawing artist created by Harold Cohen demonstrated at AAAI

1987 Minsky publishes “The Society of Mind"
Rodney Brooks introduces an altemative subsumption architecture for Al

" Pean Pomerieau at CMU creates ALVINN (An Autonomous Land Vehicle in a Neural Network).

&I;TEL Source: hitp://en. wikipedia.org/wikiTimeline of artificial intelligence
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And so, you can read them from the slides or from the Wikipedia page essentially. So, I want
to point out to some of these newer things which were happening. So, one new thing was
happening around this time was autonomous vehicles essentially. Can you have a car which
will drive it iself? So, as early as 1980s, people were building cars which would navigate

themselves on the road.

So, in Munich the first car was done, then expert system shell started appearing in the market;
another expert system called XCON for configuring VAX systems was developed. The AAAI
conference, the Al conference started, series started. Hillis designed the connection machine
which was made, supposed to be a machine of thousands of processors connected together;

little bit like our own brains, simple processing units connected together.



So, one interesting thing was this program called AARON developed by professor Harold
Cohen who is still around, which could make drawing. So, this drawing which you see there;
painting that you see there, it is been created by a program. And when you say created, we
mean visualized and drawn; it is not as if somebody has told the program draw a man or draw

something, the system has drawn this whole thing it iself.

And if you look up AARON on the web, you will see a whole gallery of his pin, it is paintings
essentially. Actually I tried to get AARON to draw the cover for my book; but Professor

Cohen said that no it is not active any longer. So, some more work.

(Refer Slide Time: 15:57)

Some landmarks (continued)

1980 Gerald Tesauro's 7D based on Reinft Leaming plays world class Backgammon

1993 lan Horswil (PhD dissertation) builds Polly a behaviour based robot that used vision for navigation
Rodney Brooks and colleagues start MIT Cog Project to build a humanoid robot child

1994 Twin robot cars VaMP and VITA-2 of Emst Dickmanns and Daimler-Benz drive more than one thousand
kilometers on a Paris three-lane highway in standard heavy traffic at speeds up to 130 kmh

1995 Semi-autonomous ALVINN steered a car coast-to-coast (throttle and brakes controlled by human)
Ermst Dickmanns' robot cars (with robot-controlled throttle and brakes) drove more than 1000 miles from Munich
to Copenhagen and back, in traffic, at up to 120 mph,

1997 Deep Blue beats Garry Kasparov in a six game chess match
First official RoboCup tabletop football tournament with 40 teams and 5000 spectators

1998 Furby the first robot toy for the domestic market released by Tiger Electronics
Tim Beme-Lee pubishes his Semantic Web roadmap paper

~1998 : Web Crawlers explore the WWW
Emotional agents demostrated at MIT

0
1999 § ¥ ony introduces AIBO
%)

Source: hitp://en.wikipedia.org/wiki/Timeline of artificial inteligence
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So, in 1990 this program called TD Gammon which played the game of backgammon, using
this technique called reinforcement learning; this is a course learning right now in the

department, be it the became the world champion in backgammon essentially.

So what else is, so we have these 2 robot cars in 94, 95; if you look at 94 and 95, we have
descriptions of robot robotic cars which can navigate themselves. So, there are these cars
which one went from Munich to Copenhagen and came back all by it iself essentially; you
know driving, breaking, accelerating, avoiding vehicles and so on and so forth and we already

seen that 97 Deep Blue beats Kasparov.

The RoboCup tournament started, these are football tournaments for robots. Robotic toys like
this Furby that you see there by tiger electronics came into picture. So, these are toys which
could, Furby apparently could learn your language; you could teach it how to speak this thing.
Sony introduced this AIBO; AIBO is that small dog like robot that you can see in the picture
on the bottom, right. So, there is 2 small dog like creatures; they are these Sony AIBO robots,

which became very popular.

In this picture they are participating in a RoboCup football tournament. So, you can see an
orange colored ball there and you can see some different humanoid robots hanging around in

the side line.
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Some landmarks (continued)

2000 Cynthia Breazeal (PhD dissertation) on Sociable machines, describes Kismet, a robot that
expresses emotions.
The Nomad robot explores remote regions of Antarctica looking for metecrite samples

2004 QWL Web Ontology Language W3C Recommendation
DARPA introduces the Grand Challenge for autonomous vehicles for prize money.

2005 : Honda's ASIMO robot, an artificially intelligent humanoid robot, is able to walk as fast as a
human, delivering trays to customers in restaurant settings
Recommendation technology based on tracking web activity or media usage brings Al to marketing
Blue Brain is bom, a project to simulate the brain at molecular detail

2008 The Dartmouth Artificial Intelligence Conference: The Next 50 Years (AI@50)
2007 Checkers is solved by a team of researchers at the University of Alberta
2mMm In a Jeopardy! exhibition match IBM's Watson soundly defeated the two

greatest Jeopardy! champions, Brad Rutter and Ken Jennings.

=
2013 " .%-}apanese space agency launches Kirobo into space as a companion to a human.

Nﬁ‘gﬂ‘ Source: http://en wikipedia org/wikiTimeline of artificial inteligence
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So, you see this picture, it is a robot called Kismet; another PhD dissertation from MIT, a
robot that expresses emotion. So, again if you go to the web and look for Kismet; you will see
videos of Cynthia talking to this robot and this robot smiling and you know making all kind of

human expression, human like expressions in the system.

The language owl web ontology language was standardized; DARPA introduce the grand
challenge in prize money. Honda produced this robot called ASIMO which you can see the
small knee length robot which could walk around at human pace. So, it is not easy problem to
make a tool like a creature walk, keep it is balance and walk and things like that and it became

very popular.

Recommendation systems started coming into play like Amazons recommendations; if you go

to Amazon or Flipkart and you look at a book, it will all immediately make some



recommendations to you that people like you bought this as well things like that. Collaborative
filtering for those of you attended Anand’s talk yesterday, he talked about collaborative
filtering.

Recommendation systems; when there was another Dartmouth conference in 2006, which said
what is Al going to be in the next 50 years essentially. Checkers, the game of checkers was
solved. What do we mean by solved? Just as by solved we mean that, if both the players are
playing perfectly, we can tell you what the outcome will be essentially. So, we can do that for
things like smaller games like cross and noughts or tic tac toe as it is called; but for checkers it

was done quite recently using extensive computing essentially.

So, we know that checkers is a drawn game or maybe it is a win for white I do not know.
Then much more recently IBM’s program called Watson, which participated in this game
called Jeopardy which is look up on the web beats the world champions at this game
essentially. So, Jeopardy is a program which in which you need lot of general knowledge,
geographic knowledge and things like that. So, this program had access to all this knowledge

and it could play this game better than human beings essentially.

And we mentioned last week this robot called Kirobo, which is what David Levy was talking
about; human companions to human beings essentially. So, this robot was sent into space last
week by the Japanese space agency and it is meant as a human companion to human astronaut
which will follow in November essentially. So, this is a very brief history of what has been

happening in the last fifty years.

We will stop here and the next thing that we will follow is come back to this question about;

what are minds?
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Haugeland - The goal of Al is to build a machine with a mind of its own.

What are minds??
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Next

The Worlds in our Minds
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So, that will be the last segment of our introduction to this essentially.



