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Lecture 71
Deep Generative Models: Image Applications

In the remaining lectures of this week, we will see a few applications of GANs and Generative

Models, images and videos. We will try to cover simple applications of GANs to different

domains as well as a few adaptations of these Generative Models.

(Refer Slide Time: 00:39)

Before we go there, the question that we left behind from the last lecture, which was, why is

Mutual Information Gap used and not just the mutual information in the metric that we discussed

for disentanglement. Hope you had a chance to try finding this out. The Mutual Information Gap

tries to penalize unaligned latent variables. Because we are looking at the gap between two latent

variables, which have the highest mutual information with a generative factor.

So, if there is a latent, if there is a certain generative factor, which is a combination of two latent

variables that would be penalized in a Mutual Information Gap, we would then get a 0 or a lower

value, which indicates poorer disentanglement. The other answer is, if one latent variable models
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a generative factor, we do not need any other latent variable to model the same generative factor

and if that happens, we would like to say that we have poorer disentanglement.

This also necessitates the definition of a gap, rather than just using the mutual information of the

top latent variable with respect to the generative factor. More on this is there in the isolating

sources of disentanglement in VAEs paper. Do read it if you are interested and need more

information.

(Refer Slide Time: 02:27)

Let us now come to a few applications of GANs. The first application that we will talk about is

for Image Editing. Simple image edits, such as making an image grayscale or adjusting the

brightness or contrast, do not require an understanding of the semantics inside the image.

However, if we want to take a face image and make the hair black or add bangs or add a smile,

make the image male, then you need to understand the semantic content in the image.

Can GANs help here? Possibly. However, GANs do not have an inherent mechanism to map an

image to its latent representation. We saw VAEs can do it, but VAEs sometimes can suffer from

reconstruction issues, as we discussed in the VAE GAN lecture. How do you use GANs to be

able to achieve something like this?
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(Refer Slide Time: 03:38)

This was proposed in a variant of GAN called Invertible Conditional GANs in NeurIPS

workshop 2016 called IcGAN and the way IcGAN achieves this objective is using this

architecture. It is a conditional GAN that is used, very similar to what we saw earlier this week

of GANs across domains, a similar idea. But now there is also an encoder in the architecture,

which can encode an image to its latent attributes.

So what is the overall architecture here? You have two encoders. One encoder gives a latent of an

image. One encoder gives the attributes of an image. Now to be able to generate a new image

with different attributes. You pass the image through the encoder, get an attribute vector y,

change its attributes, change black hair from 0 to 1, change brown hair from 1 to 0 and now you

get the same image with black hair.
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(Refer Slide Time: 04:54)

So how does this actually work? The generator G samples an image from a latent representation

z and some conditional information y. So G is defined on and gives us a generated image(𝑧,  𝑦)

x’. The encoder performs the inverse, given an image x, it outputs .(𝑧,  𝑦)

(Refer Slide Time: 05:22)

How do you train such a model? The broad objective is similar to what we saw with conditional

GANs. This is what we saw with the earlier lecture on GANs across domains. So, you have a log

likelihood of the image and the attribute, which we would like to maximize, as given in an(𝑥,  𝑦)
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input training dataset and we would also like to look at the second objective in the in the GAN as

, which gives you an x’.𝐷(𝐺(𝑧,  𝑦')

The discriminator now looks at the tuple and says whether it is real or fake. This is similar(𝑥',  𝑦')

to conditional GAN, where we try to generate images from text. The encoder here has two parts,

and one for the latent and one for the attributes. To train the encoder, the generator is𝐸
𝑧

𝐸
𝑦

𝐸
𝑧

first trained and the generator is used to generate a dataset of images. Now, we have pairs of

images and their corresponding latent representations as a dataset through the generator’s

performance.

That is now used to train the encoder. So, you have , which was the generated image and𝐺(𝑧,  𝑦')

the corresponding z that was used to generate the image for the generator. Now, trying to

minimize the norm between these two or the mean square error between these two is used to𝐿
2

train the encoder z. The encoder y, the other one, is now trained using the data itself.

We assume that the training dataset has data and attributes that, so, you now consider y to be the

attributes that are provided in the dataset, to be the predicted attributes and you do a mean𝐸
𝑦
(𝑥)

square error between these two to be able to train your .𝐸
𝑦

(Refer Slide Time: 07:42)
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Here are some results on a popular data set known as CelebA. So, you have an original image

and by varying several attributes, you see that you get several reconstructions that are fairly

realistic, several generations that are fairly realistic, where you see a balding person, the same

image with bangs, same image with black hair, blonde, glasses, more makeup, gender change,

pale skin, smiling, so on and so forth.

(Refer Slide Time: 08:18)

Another application of GANs is for a task known as Super-Resolution. We also talked about this

in the context of CNNs. Let us revisit it now. Image Super Resolution is the task of obtaining a

high resolution image from a low resolution image, which can be a challenging task, because you

have to fill in information that was not available in the first place. SR-GAN or Super Resolution

GAN aims to generate photo-realistic images with up to 4 x upscaling factors.
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(Refer Slide Time: 09:01)

Why SR-GAN? Even CNNs can be used for Super-Resolution by doing deconvolution or

upsampling through the second stage of a network through an encoder decoder architecture. In

those architectures, the loss minimizes the mean square error between a generated output and the

true ground truth high resolution image. Mean square error can tend to overly smoothen output

images, because of the averaging effect that you get across all pixels.

So, because you try to take the mean squared error, it may not try to make specific pixels sharper,

which may be important for Super-Resolution. GANs by using adversarial loss drives outputs

closer to the natural image manifold. So, if this was the natural image manifold given by these

red boxes, GANs try to push the generated image onto that manifold, which helps in getting high

quality super-resolved images.
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(Refer Slide Time: 10:18)

How is SR-GAN trained? SR-GAN has a couple of components. One of the losses is known as a

content loss. The content loss minimizes the mean square error between the output of the

generator which is given by and the true high resolution image. But instead of measuring the𝐺
θ

𝐺

mean square error between the images themselves, it minimizes the mean square error between

the feature representations of these two images.

What features? Both these images are sent through a VGG-19 network and an output of a certain

convolutional layer in the VGG-19 network, that feature representation is taken and the mean

square error between those representations are considered to minimize as a loss function for

training the SR-GAN. In this particular case, corresponds to the feature map obtained by theϕ
𝑖,𝑗

jth convolution before the ith max pooling layer.

And and are the width and height of the feature map respectively. That is used for𝑊
𝑖,𝑗

𝐻
𝑖,𝑗

normalization and the second loss that is used to train SR-GAN is the standard adversarial loss,

which looks at fooling the discriminator similar to every other GAN that we have seen so far.

The final loss used to train SR-GAN is a weighted sum of the content loss and the adversarial

loss. In this particular case, it was shown that the adversarial loss can be weighted by a smaller

quantity 10 power minus 3 in their case, to get good performance on Super-Resolution.
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(Refer Slide Time: 12:21)

With this loss, here are some sample results. You can see that bicubic interpolation of this image

gives us this super resolved image. Using a super-resolution CNN ResNet gives this image and

using a GAN, gives a far sharper generation of the image when compared to the original.

(Refer Slide Time: 12:46)

More images on natural scenes, bicubic interpolation, SR-CNN with a ResNet and SR-GAN and

the final original picture in high resolution. You can see that SR-GAN gets local details fairly

more clearly, than super-resolution CNN and much better than bicubic interpolation.
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(Refer Slide Time: 13:11)

The third application is GANs for 3D Object Generation. So far, we have seen GANs generate

2D images. Can GANs also generate 3D objects? Fairly straightforward. Recent advances with

3D CNNs and Volumetric Convolution Networks have made it possible to learn 3D Object

representations. So, the layers in the generator have to now generate a volume. So as long as you

can replace those layers, you can generate any object through a GAN framework.

(Refer Slide Time: 13:52)
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In this particular example, this work was published in NeurIPS of 2016. So, the 3D GAN, the

way it works is the generator G maps a 200 length latent vector to a cube, which64𝑥64𝑥64

represents an object in 3D voxel space. The discriminator classifies whether the object now𝐺(𝑧)

is real or synthetic. So, only the architecture in the generator now is different from a standard

GAN. What is the loss? Standard GAN loss. This is a straightforward application of GANs to 3D

objects by changing the architecture of the generator to handle 3D volumes.

(Refer Slide Time: 14:47)

And with that loss, when a GAN, is trained to generate 3D objects. You get fairly good

generations of different kinds of 3D objects, as you see on this slide.

(Refer Slide Time: 15:06)

1539



The last application that we will see is GANs for Image Inpainting. Image Inpainting is a task

where a part of an image is missing and the job of a GAN is to fill in that missing part in the

image. Can a GAN be trained to perform Image Inpainting? You know the answer?

(Refer Slide Time: 15:31)

The answer is, Yes. One of the methods proposed for this is known as PG-GAN, which uses a

standard GAN framework where the generator is a residual network, which takes an image as

input, the one which has parts missing, generates an image of the same resolution and the

discriminator is divided into two parts, a global discriminator and a Patch GAN discriminator.
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The global discriminator reasons at a global or an image level to decide whether the image is real

or fake and the Patch GAN discriminator reasons at a local level, at a patch level to decide

whether an image is real or fake. So, the Patch GAN discriminator helps capture local texture

details and fill in those missing gaps in the image.
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(Refer Slide Time: 16:32)

What is the loss? So there is a reconstruction loss, which measures a pixel wise L1 distance

between the generated image and ground truth and an Adversarial Loss, where the adversarial

loss is divided into two parts, one for the global GAN and one for the Patch GAN and the overall

objective is a combination of the reconstruction loss, the adversarial loss for the global GAN and

the adversarial loss for the Patch GAN.

(Refer Slide Time: 17:07)
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With this kind of a training procedure and architecture, here are some results of Image

Inpainting, where when a patch is taken out from the image, the GAN gets a fairly true

reconstruction of those parts. You can see many examples here, where you can see some artifacts

where the GAN generates content, but it is still fairly realistic in its generation.

(Refer Slide Time: 17:37)

Here are more results of Building facades, where once again, the GAN fills in information fairly

in a photorealistic manner.

(Refer Slide Time: 17:49)
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For more information on these applications, please see this link for 3D GANs and a very nice

link called GAN Zoo, which presents an overview of various kinds of GANs, which you can use

for different applications.

(Refer Slide Time: 18:06)

Here are references.
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