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Image Formation

Moving  on  from the  history  of  computer  vision,  in  this  lecture  we  will  talk  about  the

formation of images. Before we go there, did you have a chance to check on the answer for

the trivia question that we had last class? What was Lawrence Roberts known for? Besides

his contribution to computer vision he is more well known for being one of the founders of

the internet. Infact he was the project leader of the ARPANET project that was the precursor

to the internet to the US defense organization - DARPA.

(Refer Slide Time: 00:57)

Let us move on to the topic of this lecture. As most of you may know images are formed

when a light source hits us the surface of an object and light is reflected and some of that

light is reflected onto an image plane which is then captured through optics on to a sensor

plane. So, that is the overall information and the factors that affect the image formation are

the light source strength and direction, the surface geometry, material of the surface such as

its texture as well as other nearby surfaces that,  whose light could get reflected onto the

surface, the sensor capture properties we will talk more about that as we go and the image

representation and color space itself. We will talk about some of these as we go.
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(Refer Slide Time: 01:54)

So, to study all of these one would probably need to study this from geometrical perspective,

where  you  study  2D  transformations,  3D  transformations,  camera  calibration,  distortion.

From a photometric prospective where you study lighting, reflectance, shading, optics, so on.

From a  color  perspective  where  you  study  the  physics  of  colour,  human  colour,  colour

representation and from a sensor perspective looking at it from human perceptions, camera

design, sampling and Aliasing, compression so on and so forth. So, we would not cover all of

these but cover a few relevant topics from these in this particular lecture. If you are interested

in a more detailed coverage of these topics please read chapters 1 to 5 of the book by Forsyth

and Ponce.

(Refer Slide Time: 02:48)
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Starting with how light gets reflected off a surface the more typical morals of reflection state

that when light hits a surface there are 3 simple reactions possible, there are more than 3 but 3

simple reactions to start with. Firstly, some light is absorbed and that depends on a factor

called albedo (ρ) and typically when you have a surface with low albedo more light gets

absorbed. So that is why you say it is the factor 1- ρ for absorption. Some light is reflected

diffusively.  It  scatters  in  multiple  directions,  so that  happens independent  of the viewing

angle. 

Example of surfaces where lights scatters diffusively is brick, cloth, rough wood or any other

texture material and in this scenario Lambert’s cosine law states that the amount of reflected

light is proportional to cosine of angle from which you are viewing the reflection. And thirdly

some light  is  also  reflected  specularly  where  the  reflected  light  depends  on  the  viewing

direction. So, an example of a surface where this happens is a mirror where we all know that

the reflected light follows the same angle as the incident light.

(Refer Slide Time: 04:15)

Generally, in the real world most surfaces have both specular and diffuse components and the

intensity that you receive at the output depends also on the illumination angle because when

you have oblique angle, lesser light comes through. And in addition to absorption, diffuse

reflection and specular reflection, there are other actions possible like there is transparency,

where light could pass through the surface, there is refraction such as a prism where light

could get refracted there is also sub surface scattering, where multiple layers of the surface

could result in certain levels of scattering.  And finally, there are also phenomena such as
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fluorescence, where the output wavelength could be different from the input wavelength or

other phenomena such as phosphorescence.

An  important  concept  that  is  also  studied  here  is  called  the  BRDF or  the  Bidirectional

Reflectance Distribution Function which is a model of local reflection that tells us how bright

a surface appears from one direction when light falls on it from another direction, another

prespecified direction. And there are models to evaluate how bright the surface appears.

(Refer Slide Time: 05:46)

So from a view point of colour itself we all know that visible light is 1 portion of the vast

electromagnetic spectrum, so visible light is one small portion of the vast electromagnetic

spectrum, so we know that infrared falls on one side, ultraviolet falls on the other side and

there are many other forms of light across the electromagnetic spectrum. So, coloured light

which arrives at a sensor typically involves two factors, colour of the light source and colour

of the surface itself. 

52



(Refer Slide Time: 06:26)

So, an important development in sensing of colour in cameras is what is known as the Bayer

Grid or the Bayer Filter. The Bayer Grid talks about the arrangement of colour filters in a

camera sensor. So, not every sensing element in a camera captures all three components of

light you may be aware that typically we represent light as RGB at least coloured light as

RGB; Red Green and Blue.

We will talk a little bit more about other ways of representing coloured light a little later, but

this is the typical way of representing coloured light and not every sensing element on the

camera captures all three colours instead a person called Bayer proposed this method in a grid

manner where you have 50 percent green sensors, 25 percent red sensors and 25 percent blue

sensors which is inspired by human visual receptors.

And this is how these sensors are checkered, so in a real camera device you would have a

sensor array and there is a set of sensors that captures only red light, there is set of sensors

that captures the green light, there is set of sensors that captures the blue light and to obtain

the full colour image demosaicing algorithms are used where surrounding pixels are used to

contribute the value of the exact colour at a given pixel. 

So, that particular sensing element will have its own colour that you also use the surrounding

elements to find out to assign a colour at that particular sensing element. These are known as

demosaicing algorithms. This is not the only kind of colour filter. Bayer Filter is one filter

that is more popular especially in single sensors cameras, but there has been other kinds of

filters, other kind of colour grading mechanism that have been developed over the years too.
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So, you can also read a little bit more about this on the Wikipedia entries of Bayer Filter

which also talks about other kinds of mechanisms that are used.

(Refer Slide Time: 08:41)

So, let us ask one question for you to think, if visible lights spectrum is VIBGYOR or Violet,

Indigo,  Blue,  Green,  Yellow,  Orange,  Red,  why  do  we  use  an  RGB wave  representing

colour? There is something for you to think about, we will answer it in the next class at least

try to find this out yourself if you can.

(Refer Slide Time: 09:01)

So, the image sensing pipeline in a camera follows a flow chart such as this, where you have

the optics such as the lens. Ofcourse light falls in through that. You have an aperture and
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shutter parameters that you can specify or adjust and from there light falls onto the sensor.

Sensor can be CCD or CMOS, we will talk about these variants very soon.

Then there is a gain factor, we will talk about that also soon. Then the image is obtained in an

analog or digital form which represents the raw image that you get, the typically cameras do

not stop there, you then use demosaicing algorithms which we just talked about, we could,

you could sharpen the image if you like or any other important image processing algorithms.

Some white balancing, some other digital signal processing methods to improve the quality of

the image and finally you compress the image into a suitable format to store the image. So,

this is the general pipeline of image capture.

(Refer Slide Time: 10:12)

So, let us try to revisit, visit some of these components over the next few minutes. So, first

thing is the camera sensor itself so you all must have heard of CCD and CMOS. This is often

common decision to be made when you buy a camera these days a lesser issue but earlier

days it used to be even more. What is the difference? So, the main difference between CCD

and CMOS is that in CCD it stands for Charged Coupled Device.

You  typically  generate  a  charge  at  each  sensing  element  and  then  you  move  that

photogenerated charge, so the charge generated by a photons striking that sensing elements

from pixel  to  pixel  and you convert  it  to  a  voltage  at  an  output  node on that  particular

column. Then typically an ADC or an analog to digital converter converts each pixel’s value

into a digital value. This is how the CCD sensors work. 
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(Refer Slide Time: 11:15)

On the other hand, the CMOS sensors, complementary metal  oxide semiconductors,  they

work by converting charge to voltage inside each element.  So, CCD accumulates there is

CMOS converts at each element it uses transistors at each pixel to amplify and move the

charge using more traditional wires.

So, the CMOS signal is digital so it does not need any ADC at a later point of time. So, today

CMOS, originally CMOS technologies had some limitations but today CMOS technologies

are fairly well developed and most of the cameras that we use today are actually CMOS or

CMOS devices.

(Refer Slide Time: 11:59)
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So, the many properties that you may actually see when you look at, when you take a picture

on a camera. Shutter speed which controls the amount of light reaching a sensor or also called

exposure time.  Sampling  pitch,  which defines  a  spacing between the sensor  cells  on the

imaging chip. Fill factor or also known as active sensing area size, sorry, which is the ratio of

the active sensing area size with respect to the theoretically available sensing area on the

sensing element.

Chip  size  which  is  the  entire  size  of  area  of  the  chip  itself.  Analog  gain  which  is  the

amplification of the sense signal using automatic gain control logic we would not going to the

details of each of this once again if you are interested you can read the references provided at

the end of this lecture to get more details of all of them.

Typically, analog gain is what you control using your ISO setting on your camera, you can

also  have  sensor  noise  that  comes  from  various  sources  in  the  sensing  process.  Your

resolution tells you how many bits is specified for each pixel which is also decided by an

analog to  digital  conversion module in  CCD or  in  case of CMOS in the sensing,  in  the

sensing elements.

So, which means if you use 8 bits to represent each pixel, so you could get a value going

from 0 to 255 for each pixel that gives you the sensing resolution for that particular pixel, and

finally there are also post processing elements as we already briefly mentioned such as digital

image enhancement methods used before compression and storage of the captured image. 

(Refer Slide Time: 13:48)
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So, one popular question that often can be asked here is, these days smartphones seem to be

so good, you have very high-resolution cameras in smartphones, do you really need what are

known as DSLR cameras.  So,  what  are  DSLR cameras?  DSLR camera  stand for Digital

Single Lens Reflex camera and the main difference between a DSLR camera or any other

point and shoot camera or a cell phone camera is the use of mirrors. DSLR camera uses a

mirror mechanism to reflect light to a view finder or also can turn off the mirror, moving the

mirror out of the way to actually reflect the light on the image sensor.

So,  affectively  the  comparison  here  becomes  between  mirrored  cameras  and  mirrorless

cameras.  So,  mirrorless  cameras  such  as  what  you  see  in  your  smartphones  are  more

accessible, portable, low cost, whereas when you have a mirror, the picture quality tends to

be better, you have more functionality possible, again we will not step into more details here

but please do read down the sources of the links given under each slide if you want to know

more. Mirrored cameras such as DSLR also give you a physical shutter mechanism variable

focal length and aperture so on and so forth.  That is the reason there is value for DSLR

cameras despite the advancement in smartphones cameras.

(Refer Slide Time: 15:22)

So, the other factors that you need to understand when you talk about image formation is the

concept of sampling and Aliasing, we will talk about this in more details bit later but a brief

review now is Shannon Sampling Theorem states that if the maximum frequency of your data

on your image is f_max you should at least sample at twice that frequency. Why so, we will

see a bit later but for the moment that frequency that you captured it is also called the Nyquist
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frequency and if you have frequencies about the Nyquist frequency in your image then the

phenomenon called Aliasing happens.

So, why is this bad and what impact can it have on image formation? This can often create

issues when you up sample or down sample an image. If you capture an image at a particular

resolution say 256 cross 256. If you choose to up sample or down sample Aliasing can be bad

in those settings, we will see this in more detail a bit later in a lecture which will come in

sometime.

(Refer Slide Time: 16:37)

Also, in terms of representing the image itself there are multiple colours spaces possible,

while RGB is the most common one, people today use various other kinds of colour spaces

not necessarily in a camera but in other kind of devices we will see that. I will mention that

briefly now. Popular colours spaces are RGB and CMYK, CMYK stands for cyan, magenta,

yellow and black that is what you see here. So, they are supposed to be; so additive colours

are RGB, R,  G and B;  subtractive  colours  are  C,  M and Y particular  application  where

CMYK is used in practice is in printers.

So, it happens that it is a lot easier to control colours using CMYK in printers, you can read

more about these on these links provided below. Other colour spaces that are used in practice

are XYZ, YUV, Lab, YCbCr, HSV so on and so forth. There is actually an organization call

the CIE which establishes standards for colour spaces because this is an important, this is

actually important for the printing and scanning industry, I think this is extremely important

people working in that space. So, that is the reason there are standards establish for these

kinds of spaces, we would not get into more details here once again if you are interested
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please go through these links below to know more about colour spaces what do you mean by

additive, subtractive, so on and so forth, please look at these links. 

(Refer Slide Time: 18:19)

Finally, the last stage in image formation is image compression, because you have to store the

image that you captured, so typically you convert the signal into a form called YCbCr where

Y is luminance CbCr talks about chrome what is known as colour factor or the chrominance

and the reason for this is that you typically try to compress luminance with a higher fidelity

than chrominance.

Because of the way humans or the human visual system perceives light, luminance is a bit

more important than chrominance, so you ensure that luminance is actually compressed with

a  higher  fidelity  which  means  your  reconstruction  is  better  for  luminance  than  for
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chrominance,  so that is one reason why YCbCr is used as a popular colour space before

storage, once again if you do not understand YCbCr, go back to the previous slide look at all

of  these  links  to  understand  YCbCr  is  one  of  the  colour  space  representations  that  are

available in practice.

And as I just mentioned so the most common compression technique that used to store an

image is called the Discreate Cosine Transform which is popularly used in standard such as

MPEG  and  JPEG  Discreate  Cosine  Transform  is  actually  a  variant  of  Discrete  Fourier

Transform and it is a you can call it as a reasonable approximation of an eigen decomposition

of image patches.

So, we would not get into in for the time now, videos this is how images are compressed

using method call DCT, videos also use what is known as block level motion compensation,

so you also divide images into frames and set of frames into block and then you store certain

frames based on concepts from motion compensation, this is typically used in the MPEG

standard which uses, which divides all frames into what are known as i frames, p frames and

b frames and then uses strategies to decide how each frame should be coded, that is how

videos are compressed.

And compression quality finally is measured through a metric called PSNR, apologies for the

typo, it will be fixed before the slides are uploaded, which stands for Peak Signal to Noise

Ratio, sorry for these typos. PSNR is defined as 10log10

Imax
2

MSE , where i_max is the maximum

intensity and MSE is simply talks about the mean squared error between the original image

and the compressed image, how much is the mean squared error pixel wise between these two

images.

And the numerator talks about the maximum intensity that you can have in an image, so this

is typically called as PSNR which is used to measure the quality of image compression, there

are other kinds of matrix which are based on human perception but this is the most popular

statistical metric that is used.
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(Refer Slide Time: 21:40)

That is about this lecture on image formation so if you need to read more please read chapter

2 of Szeliski’s book, please also read the links provided on some of the slides specially one of

those topics interest you or you are left with some questions please read those links. If you

want to know in a more detail form about how images are captured including the geometric

aspects of it and the photometric aspect of it please read chapters 1 to 5 of Forsyth and Ponce.
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