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« Time series forecasting

Now, We will use RNNs to build models for time series data. We will build two models
one for prediction of the univariate time series and second for predictions of multivariate

time series. So, let us begin by importing necessary packages.
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section of the dataset was prepared by Erancois Chollet

tf-keras-datasets/ Jena_climate 2009 2006 cov.2p’,

below retums the above described

target_size s how far I the &

Here we are going to use a weather time series dataset which is recorded by Max Planck
Institute for Biogeochemistry. The dataset contains 14 different features such as air
temperature, atmospheric pressure and humidity. These were collected every ten minutes

beginning in 2003, for efficiency we will use only the data collected between 2009 and

2016.

This data set is prepared by Francois Chollet, we will download the dataset. Dataset is in

CSV file.
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Let us look at top five entries of the dataset. See you can see that the observations are
recorded every 10 minutes for a single hour we will have 6 observations. And in a day
we will have 144 observations. Given a specific time, let us say if you want to predict
temperature for 6 hours in the future; in order to make this prediction we choose to use 5
days of observation. Thus, you need to create a window containing last 720 observations

to train the model.

Many such configurations are possible making this dataset a good dataset for
experimentation. So, if we take last 5 days of data; in a day there are 144 observations.
So, we take 720 observations in the history and from this 720 observations; we will try to
make next 36 observations because we want to predict temperature for 6 hours in the
future and in every hour there are 6 observations. So, there are in all 36 observations that

we want to predict.
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The univariate data() function returns the windows of time for which the model is to be
trained. It takes the parameter history size which is the size of the past window of
information. Target size is how far in the future does the model need to learn to predict;

the target size is the label that needs to be predicted.

So, we define start and end index of the data and we perform some kind of a selection in
the history to get the data and the corresponding labels. For this exercise we will use first
300000 rows of the data for training and remaining ones for validation. So, this amounts

to about 2100 days worth of training data.
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In the firs ws of the data will be the training dataset, and there remaining will be the valdation dataset. This ameunts 10
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Setting seed to ensure reproducity

© f.rndon.set_swes(13

~ Part 1: Forecast a univariate time series

ature (temperature), and Use It 1o make predictions for that vakee in the future

So, let us define the training split. We will set a seed to ensure that the results are

reproducible.
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Setting seed to ensure reproduckility

(7] tf.random. set_seed(1)

« Part 1: Forecast a univariate time series

Fest, you will 1rain & m

Lef's first extract only the tempy

O ot o 6407 (6050)')
wnl_dota. index « f( Date Time')
wnd_data, head(

& Oete Tine
020 N aam
01,0020 00:20:00 841
01012009 0030100 851
01000 N A
01,001,200 00:50:00 8.2
Nase: T (degC), dtype: floatsd

Le's observe how this data looks across bme.

und_gata.plot (subplotseTrue)

Let us begin with the first part that deals with forecasting a univariate time series. Here
we will use a single variable called temperature and we will use it to make predictions
for the temperature values in the future. We first extract the temperature information

from the dataset.
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Le's observe how this data looks across tene

© i ot plot(swbplotsatrun)

O oreay([matplotiib,axes, _sutplots, Avessutplot object at BIIEsATSIIN),
dtypesodject)
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[10] uad_dota « uni_data.values

Itis important to normalize features before training a neural network. A common wary 10 do 50 is by subtracting the mean and dividing by the standard deviation of
each feature

Note: The mean and standard deviation should coly be computed using the training data

tvoR i
° usd_traln mein v und dutal:TRAIN SHLIT). mens()
usd_train std w Und e[ STRADLSIIT). std()

Lef's normalize the data

Let us look at the temperature data. This is temperature data as recorded on different
dates. We will normalize the features before training a neural network, we will use a z-
score normalization technique for normalization, for that we require to compute mean

under standard deviation.
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Note: The mean and standard deviation shoukd coly be computed using the training data
[11) usd_train_mean « oni_datal:TRAIN SPLIT] .mean(
ued_train st « Und_dutal :TRAIN_SPLIT). sté()
Lets nomalize the data.
[12) wnd_dote » (und_dota-uni_trais_mesn)/Uni tradn std

ow create he data for

fate model. Foe part 1, the model wil be given the Lest 20 recorded temperature observatices, and needs 1 keam 1o predict

the temperature at the next

And here we normalize the data by subtracting mean from every data point and dividing
the resultant by the standard deviation. Now that we have normalized the data, we will
create the data for univariate model. The model will be given last 20 recorded
temperatures and it needs to predict the temperature at the next time. So, we use

univariate data() function that we define for extracting the training and the target data.
So, we apply the same function to obtain training and validation datasets.
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jow that the data has been created,lets take a look at  single example. The Information given to the network is given i blue, and 1 must predict the value at the




So, let us look at what this particular function returns.
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> 0 [-1,98492663)
Q [-2.08047)

W [e2.08334362)
[-2.09720778)
[<2.0976424)
[+2.09144854)
[-2.07176518)

Target tesperature to predict
+2. 1041848598100876
Now that the data has been created, lets take a look ot a single example. The information grven to the network is given in blue, and # must predict the value ot the
red ¢toss.

] o mm_\&-yum.'.war:

ioe_ste7 o |

, "Motel Pregiction’)
ek . .8

tine_steps « create_tise_steps(plot_cata(®).shape[0))
if aalta

future

So, this is a single window of past history having 20 values and you also get the target

temperature to predict.
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Now that the data has been created,let's take a look at a single example. The information given to the network is given i blue, and 1t must predict the value at the

red cross.
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Now, that the data has been created; let us look at a single example. The information
given to the network is in blue; so this is the information that is provided to the network

and you want to predict the point marked by the red cross and this particular cross is the

actual value.
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def baseline(history
return np,meen(history
hou_plo rain, o

Lef's see if you can beat this baseline using & recurrent nevral network

 Recurrent neural network

So, before proceeding to training a model; it is always a good idea to establish some kind
of baseline. Here, the simple baseline could be looking at a historical data and predicting

next point as the average of last 20 observations.

So, let us look at how this baseline performs; we simply np dot mean on the history.
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e Step

Lef's see f you can beat this baseline using & recurrent newral network

v Recurrent neural network

So, you can see that the model prediction on the base model is quite off from the two

feature. Now, we will try to see if we can do anything better than the base line.
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Lef's now use tf. data to shuffle, batch, and cache the dataset

So, here we will train a recurrent neural network model which is suitable for handling
sequential data or a time series data which is also an example of a sequence data. RNN
process a time series step by step maintaining an internal state summarizing the
information they have seen so far. Here we will use a LSTM models for modeling the
time series data. Before we begin we prepare dataset objects for training and validation.

We will first shuffle the object then batch it and we cache the dataset.
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For every time step we have number of features and this is a batch up example and here

in the third axis you have features.
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You wil see the LSTM requires the input shape of the data # is being given. This shape can be inferred from dataset created

EVALUATION_INTERVAL « 200
EPOCHS » 10

sinple_lsta sodel. fit(t

Let us build a simple LSTM model which gives out 8 outputs and output of LSTM is
passed through a dense layer with a single unit. Note that we are not using any activation
here because we are trying to solve a regression type of problem. We use Adam as an

optimizer and we are going to optimize the minimum absolute error as a loss.
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© ‘o x, v in el idvardate. (1)
print(sieple_lstn model. predict(x). shape)




Let us make a sample prediction and check the output of the model.
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Lef's train the model now. Due 10 the large size of the dataset, in the interest of saving time, each epoch wil only run foe 200 steps, instead of the complete training

data a3 normally done.

0 IVALUATION_INTERVAL » 209
1006 » 10

L,
te, validation_stepsasd)

ain for 200 steps, validate for 50 steps

1ze_variavles at 777e736608) could no
08 3t DTHI707066a0) <o be trans

15 Sas/step - loss: 0.0775 - val_loss: 0,008

1s Sms/step - loss: 00445 loss: 0.0279

13 Sas/step « loss: 0.8417 loss: 0.0288

8 Sms/step - loss: 0.0199

loss: 0,024)

1s Sms/step - loss: 00026 loss: .02

3 Sms/step + loss: 0.029¢ loss: 0.0022

s Sms/step « loss: 0.0277 - val_loss: 0.0004

ETAD @ - loss: oM

So, let us send the model; now we will run the model only for 200 steps and we are

going to have 10 epochs; in each epoch you only train a model for 200 steps.
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Let us predict using simple LSTM model; you can see that in the first case the prediction

is very close.
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This looks betier than the baselne. Now that you have seen the basics, lef's move 0n 10 part two, where you will work with a multivariate time series.

~ Part 2: Forecast a multivariate time series

Second case it is rightly off. Third case it is quite close. So this looks better than the
baseline. Now, that you see in the basics of how to train a RNN model for time series

forecasting, we will move on to the next part where we will do time series forecasting for

multivariate time series.
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3 This looks betier than the baselne. Now that you have seen the basics, s move 01 10 part two, where you will work with & multivariate time series

~ Part 2: Forecast a multivariate time series

The ceiginal dataset containg fourteen features. For smplicity, this section considers only theee of the ceiginal fowteen. The features used ae aif lemperature,
atmospheric pressure, and alr density

To wse more features, add their names 1o this list X
) features_consicernd » ['p (wbar)', 'T (dogl)’, ‘rho (g/n**))')

foatures » of
features, inde
features hesd(

Lef's have  book at how each of these features vary across time.

foutures. plot(subplotsatrus)

As mentioned, the first step will be & 2  using the mean and standard deviation of the training data.

300)
)

] dataset o (dataset-data memn)/data std

So, for the sake of this exercise; we will just select 3 of the 14 features this features are

air temperature, atmospheric pressure and the air density.
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Lets have a ook at how each of these features vary across time
] features.plot(sbplotseTrue)
As "'C":IZAG the first step will be to normalize the dataset using the mean and standard deviation of the training data.

] dataset » features.valus
o axised)
0« dataset, std(axised)

1 Gatanet = (dataset-data memn)/data_std

Single step model

1n single step setup, the model kearms 1o predict a sing

oint n the future based on some istory provided

The below functice performs the same windowing task a8 below, however, e 1t samples the past observation based on the step size gven

Let us look at how each of these features vary across time.
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So, you can see that this features are on different scale and they have different variability

across time.
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As mentioned, the first step will be to normalize the dataset using the mean and standard deviation of the training data

[30] datast = faatures

s
0 (axised)
axised)

O st « (dataset-cats sem) /data_std

v Single step model
Ina single step setup, the model keams 10 peedict a single point in the future based on some history provided
The below function performs the same windowing task as below howeves, here it samples the past observation based on the step size given
dof miltivariate dota(dataset, target, stort_index, end index, history_size,

target_size, step, single_stepatalse)

Let us normalize the data using mean and standard deviation. Now, we will use a single
step model, this model lost to predict a single point in the feature based on some history

provided.
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[31) cataset « (dataset-data_mean)/data_std

v Single step model

1na single step setup, the model leams 10 pe 1 the future based on some Nstory p

howeves, bere it samples the p fion based on the step size given

So, let us define the function for performing the window in task. Here we will sample the

past observations based on the step size that is given to us.
(Refer Slide Time: 12:18)
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Gt append
i¢ single_step

ppend(target [ itarget_size)

15, append (target 41 detarget size])

return np.array(data), np.array(latels,

In this tutorial, the netwerk is shown data from the last five () days, L. 720 cbservations that are sampled every hour. The sampling is done every one hour since &

Le's look at a single data-point

So, in this exercise we will show last 5 days of data to the network; last 5 days of data
will constitute 720 observations that are sampled every hour. The sampling is done every

1 hour; since drastic change is not expected within 60 minutes.



Thus, 120 observation represent history of the last 5 days. For the single step prediction
model the label for a data point is the temperature 12 hours into the future. In order to
create a label for this the temperature after 72 observations is used. Note that we are
having 6 observations per hour; so in 12 hours we will have total 72 observations; that is

why we use temperature which is after 72 observations in the future.

So, we use past history of 720 points and we want to predict the target in the future

which is 72 observations away from the current point in the future.
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Let us create training and validation data sets; the shape of the train data of a single
point. So, we have 120 points and each point has got 3 features. So, we construct data set
object with from_tensor_slice and then we shuffle it, batch it and then cache the dataset;

in case of validation we only batch the dataset.
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] single_step_model o tf keras.nodels, Sequential()
single_step_sodel . aad(tf keras, layers. LSTH(

shapeex_train_single.shape(-2:}))

p,m0de] a04(tf. keras Layers Dense(1)

ep_sodel . compile(optinizersts keras. cptindzers. WiSprop(), losse'mae’)

Le's check out a sample prediction

] for x, y in val_data_single.t

print(single_step_sodel ). shape)

step_history » single_step_sodel fit(train do
st

y.history(
Mstery. history v

w5ochs » range(len(1oss))
pit.figura()

pit.plet(epachs,

We build the same sequential model with LSTM layer and a denser layer; use RMS prop

as an optimizer and mean absolute error as the loss() function.
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© Train fee 200 steps, validate for 50 steps
Epoch 1/10
MARNING : tensorfiow: Intit,

variables at GM7H4adS2ITH could not be tramd
$2378) could mot be transforme

variables

y (function Punction

- val_loss

onw

sesssnssssanssssansansennan] ¢ 29 10n3/0tep + loss: 0.2001 « vl loss: 0.2952
wessnsnnnnssannsennnnnnnnns] - 35 10ms/step + loss: 0.268) - val_loss: 0. 477
= 28 1ims/step - loss: 0.2602 - val loss: 02476
wessansansnnsnneannanennnnn] o 24 10m8/0tep + loss: 0.2343 « val loss: 02424
wesssssssssnnnrnnnnnnnnnnnn] < 25 10m/step < loss: 0.2476 - val_loss: 0,260

200/200 [wassssssnnssnnnnniannnnnnnnnn] - 25 9ms/step - loss: 0.2475 - val loss: 0.2654

tpoch

+ 28 fma/atep « loss: 0.2471 « val loss: 0.2469

200/200
Epoch
[99/200 [seneesnssnnennnnnnssnnnnnnnnnn] - 25 fms/step - loss: 0.2527 - val_loss: 02670

Epoch 10/10
200/200 [ssssssssssnnsannnssnnnsnnanns] - 25 9ms/step - 1oss: 0,246 - val_loss: 0,248

w5ochs » range(ien(loss))

Let us check out the sample predictions; let us train the model.
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Let us look at how training progressed. So, the training loss is coming down; validation
loss came down went up it is slightly a zigzag kind of pattern in the validation loss, not

so smooth.
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In 8 multhstep prediction model, given a past history the model needs 10 keam 10 predict a range of future values. Ths, unbke a single step model where coly 8

Now that the model is trained let us make a few sample predictions. The model is given

the history of three features for the past 5 days sampled every hour which is 120 data



points. Since the goal is to predict the temperature, we only display the past temperature
in the plot and the prediction is made one day in the future.
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So, you can see for first two examples; for first example they are very close.
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Second example also are very close.
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Third example they are very close. So, you can see that using more features; you are able

to predict the temperature quite accurately.
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Lef's check out a sample data-point

In multi step model, instead of predicting just one value we will try to predict multiple

values in the future.

So, you can see that for the multi step model the training data consists of recording over

the past five days sampled every hour which will be 120 points. However, the model



needs to learn to predict the temperature for the next 12 hours; since an observation is

taken every 10 minutes, will have 72 predictions over next 12 hours.

So, our target has now 72 values. So to predict the 72 values from the last 120 values.
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Let us create a data set, you can see that we have 120 points in the training set; each has

3 features and we want predict 72 different values in the future.
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We create the data set. So, the smooth line here is a history and the dots here are kind of

predicted values.
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v Predict s multi-step fture

Since this task is a bit more complicated than the previous task; we will use two LSTM
layers. Finally, the 72 predictions are made using a dense layer that outputs 72

predictions.

We are using RMSProp as an optimizer and we are using clipvalue as argument for

clipping the gradient. We use mean absolute error as a loss() function here; let us look at

how the model predicts before it trains.
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Predict a multi-step fture

Lef's now have a k

t how well your network has leart 1o predict the future.

for x, y in val_date mlti take())
A(x(9], y[0), ™!

step_model predict(x)(0])

Next steps

This tutorial was a quick introduction to time series forecasting using an RNN. You may now try o predict the stock market and become a billonaire.

Let us train the model; we will train the model for 200 steps in every epoch.
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« 25 140ns/step + Joss: 9.6989 - val_loss: 0.410)
« 308 148ns/step - loss: 0.4321 - val_loss: 0.3160

+ 295 4%ms/5tep « loss: 0.3689 « val loss: 0.3008

s/step - Joss: 0.9146 - val_loss: 0.2068

- 295 143ns/step - loss: 0.2490 - val_less: 0.2217

+ 283 142ns/step + loss: 0.2238 » val less: 0.210%

plot_train history(sultl_step hstory, "Milti-Step Traiaieg and validation less')

v Predict a multi-step future

Lets nom have ok 91 how well your network has learnt 10 p

the future.

fee x, y 4n val_dota milti. take(3)
wltd_step_p1e2(x(3), y[0), ™

tep sodel pregice(x)[0)) |

Next steps
This tutorial was a quick Introduction to time series forecasting using an RNN. You may now try to predict the stock market and become a billonaire.

In addition, you may also write & generator 10 yield data (nstead of the uni/multivariate_data function), which would be more memory efficient. You may,
out this ime series windowing guide and use it in s tutoral

For further understanding, you may read Chapter 15 of Mands-on Machine L earning with Scikié 4 earn, Keras, and Tengorflow 2nd Edition and Chapt

Now, that the model is trained; let us look at how the model training preceded.
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v Predict a mult-step future
Let's now have 8 Jook 8t how well your network has learnt 1o predict the future.

R for x, y in valdatem
mith_step plot(x(9)

Next steps

This tutorial was

0 predict the stock market and become a billonaire

ould be more memory efficient. You may also check

Let us predict how well the module has learn to predict the future.
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So, you can see that the future; the true values in the future are in blue whereas, the

model prediction is in red. You can see that in the first case it is able to predict the next

values quite better.
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Next steps

Also in the second case and third case there are some deviations, but model seems to be
doing a decent job of predictions. You can see that the model is quite smooth it is not
able to get into some of the nitty-gritty details like that there are some abrupt turns;
model is not able to learn that perfectly, but overall it is doing a decent job. So, that was

it from modeling time series with RNNss.



