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Lecture — 28
Logistic Regression

In this session, we will build a Logistic Regression model with tf.estimator API. Logistic

regression is often used as a baseline for classification tasks.
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+ Load the titanic dataset

You will use the Titanic dataset with the (rather morbed) goal of predicting passenger survival, given charactenistics such as gende, age, class, etc

In this exercise, we will use a titanic dataset with a goal of predicting passenger survival
given characteristics such as gender, age and class. Let us first install the required libraries
like sklearn and tensorflow. We use matplotlib for plotting and numpy and pandas for data

manipulation.
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u ° from __future_ import absolute_import, division, print_function, unicode literals
import o8
import sys

import muspy ax np

import pandas as pd

import matplotlib.pyplat as plt

froa Ipython.display import clear_cutput
from six.moves import wrllib

= Load the titanic dataset
You will uge the Titanic dataast with 1he (rather morbed) ol of DTNICII"C Pas2Enger SUMVival, given charactenstics such .15.Qéi!d'¢f age, clags, #c

plp imstall tansorflows
faport temsorflow.compat

3. 8-Datal
feature_colusn as fc

inport temsorflow as tf

£f {storage. googleapls, con/tf-datasets/ titanic/traln.eov')

{fvtoragy. googleapis. con/ef- datasats/titanic/aval cav')
n = dft wed')

. y.eval = dfeval.pop(’survived')

%
gﬁgm the data

Let us load the titanic dataset, we will install tensorflow 2.0.
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B - Explore the data

Thee dataset containg the following features

[7] éfteain.hesd()

sex  age n_siblings_spouses parch fare class deck esbark_town alone
0 male 220 1 0 72500 Third unknown Southampton n
1 female 38.0 1 0 712833 Firsl C  Chebourg fi
2 female 260 0 O 78250 Third unknown Southampton ¥
3 lemale 350 0 531000  First C Southampion n
4 male 280 [} 0 8453 Third unknown Cueensiown ¥

* bRl
@ dftrain.describe()

Thene are 627 and 264 examples in the waining and evaluation 3618, respectively.

(:;, ftrain. shape[8], dfeval.shape(®]

HETEL o
‘The majosity of passengers are in their 20's and 30's.

Let us load the dataset. So, we have training data in dftrain dataframe, the evaluation data in
dfeval, and the respective labels are in y train and y eval. Let us first explore the data, we
examine a few rows in the dataset. So, you can see that there are there are features like the

sex of the passenger, the age, the number of siblings and spouses, the fare, the class etcetera.
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[:’] sex  age n_siblings_spouses parch fare class deck  enbark_town alone
0 male 220 1 0 72800 Third unknown Southampton n
1 female 380 1 0 712833 Fist C  Cherbourg n
2 female 260 (] 0 79250 Third unknown Southampton ¥
3 female 350 1 0 531000  First € Southampton n
4 male 280 (] 0 84583 Third unknown Oueensiown ¥
L -
° dftrain, dascrive()
6 age n_siblings_spouses parch fare
count 527,000000 627.000000 E27.000000 E27.000000
mean  29.631308 0545455 0370585  34.385309
std 12511818 1151090 0702999 54.507730
min  0.750000 0.000000 0000000  0.000000
o 25%  23.000000 0.000000 0.000000  7.895800
(’;‘ 50%  28.000000 0000000 0000000 15045800
III;‘?E.L 5% 35.000000 1000000  0.000000 31.387500
max 80.000000 8.000000 5000000 512 32‘}£IEI

Let us also is a describe command on the data frame to get statistics about each of the
numeric columns. So, we will get statistics like count, mean, standard deviation and various
quartiles. You can see that there are 627 examples in training and 264 examples in evaluation

set.

(Refer Slide Time: 02:22)

O CODE @ TEXT & CORYTODRVE RAM I v e v

‘" sk -
8

There are 627 and 264 examples in the training and evaluation sets, respectively,
[9] dftrain.shape{0], dfaval.shape(d]
8 (627, 264)

The majority of passengers ae in their 20 and 305

r ol

° ditrain, age.hist(binse2)

) <matplotlib.axes. subplots. AxesSubplot at Bx7faddcSed7FR:

®):
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Let us plot histogram of the age and we can see that the majority of the passengers are in their
20s and 30s.
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There are approximately fwice as many male passengers as female passengers aboard
Py Bl

° dftrain, sex.value_counts() . plot(kinde"barh*)

B matplotlib.axes. subplots.AsesSubplot at Bx7fadec51978:

@"‘L
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There are approximately twice as many male passengers as female passengers on board.
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a cmatplotlib.aves._subplots.AxesSubplot at Bx7a8dScSbocds
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Females have a much higher chance of surviving versus males. This is cleady a predictive feature fod the model

4 pd.concat([dftrain, y_train], axissl).groupby(’sex’ ). survived.mean().plot(kinds'barh" ). set_xlabel('% survive')

-.-('Fjure Engineering for the Model

\Estigfhtors use a system called fagiyre columnsg to describe how the model should Inteepret each of the raw input features. An Estimator expects a
IR of rumenc inputs, and feature columns describé how the model should cavert each feature.

Selecting and crafting the right sot of feature columns is key to leaming an effective model. & feature column can be either cne of the taw inputs in

You can also see that a majority of the passengers were in the third class. Let us look at the

survival by sex of the passenger. And you can see that females have higher chances of



survival than their male counterparts. So, you can see that sex can be a very good predictive
feature for the model. After exploring data a bit, let us get into engineering features for the

model. Feature engineering is extremely important to get good results.
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[ - Feature Engineering for the Model

criba how the model should interpret each of the raw input features. An Estimator expects o

Estimators use a system called [salure columng 19
¥ 5e

should convert each feature

ming an effective model, A feature column can be sither one of the raw inputs in

fined over one or multiple base columns (a

all TensorFlow estimators and their purpose s 1o

apatulities (ke one-hot-encading, nomalization, and

features used for modeling. Add

bucketization

= Base Feature Columns

CATEGORTCAL COLUMNS » ['#éx"

HUMERT

faature_co
for featurs_nase ATEGORICAL _COLLMNS

[ name ], nigie(

ture_coluss. categorical coluen w

ulary_list{feature_name, vocabulary))

for feature nise RIC_COLLMNS

) faature_coluant append(tf. faature_column.museric_colusn{fasture nase, dtypastf.floatdz))
WiFfeEnput_function specifies how data is convarted 10 a tf. data. Dataset that feeds the input pipeling in a streaming fashion

%

tf.data.Dataset lake take in multiple sources such as a detaframe, a cav-formatied file, and more.

So, we will be using feature columns for converting the raw features into a form that can be
consumed by estimator API as well as for constructing cross features from the original
features. So, we have several categorical features and a few numeric features. We use
numeric feature columns for numeric features. For categorical features, we first find out
unique values from each of the categorical features and use categorical column with

vocabulary list for converting the categorical features into one hot encoding.
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fque
categerical column with_vocabulary_list(feature_name, vocabulary))

for feature_name in N
feature_columni . append(tf. feature_toluan. suseric_colisn(feature nase, dtypestf.floatdl)

t feeds the input pipeling in a streaming fashion.

d fila, and more.

sizas3z)

wal_input_fn = make_lnput_fn

(¢
an nspect the dataset

Then we define input function to specify how data is converted into tf.data.Dataset format
that feeds the input pipeline in a streaming fashion. The dataset takes multiple sources such as
dataframe, csv, formatted files and many more. Let us define a dataset from tensor slices and

in if required shuffle the dataset and return the dataset in the batches.

We repeat the batching operation for the number of specified epochs. This is how we define
our input function and, we make the input function for training as well as for evaluation. In
training we set shuffle to be true, and in evaluation we set shuffle to be false and we specified

number of epochs to be one in case of evaluation. Let us inspect the dataset.
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return input_function

tradn_input fn = sake_input fn{dftraln, y_traln)
wial_input_fn = make_input_fn{ofeval, y_eval, rum_epachsel, shufflesFalse)

You con mEpact thi datasst,

L - |

di = make_input_foid
for featurs_batch, 1
print{‘soms featur
priat()
print('A batch of class:®, feature_batch|'class').numpy()]

ytradn, batch_size=10)(
tch in ds.take(l):
yst'; 1ist(foature_batch.keys()))

print(’a batch of Labalic', label_batch.nempy())
B some Feature keys: ['sex’, ‘age’, 'n_siblings_spouses’, ‘parch', 'fare', ‘class', 'deck', esbark_town', ‘alone’]

4 batch of class: [b'Third® b'Second’ b'Third' b°Third" b'Second’ b'Second’ b'Second’
b'Third' b'Second’ b°Second’]

Abatchof Labels: [0R1@110888] .

- l;jn also inspect the result of a specific leature columa ysing the tf . keras, layers. DenseFeatures layer

HPTEL“EI_“'[\_,." = featurs_tolusms|7]
of karas. layers DanseFeaturas( (age_coluen])(feature_batch), nuspy()

You can see that the dataset has feature keys which are the same as the original dataset that
we explored and we can also see the first batch for the attribute class and you can see values
like third, second, third and so on. There are 10 values in a batch because we specified a
batch size of 10. And in the same manner, we can see that for a label batch also there are 10

values that are present.
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You can also inspect the result of a specific feature column using the £ keras, layers. Densefeatures layer

age_coluen = feature columns[7]
tf karas. Layers DenseFeatures([age_coluen)) (feature_batch).numpy()

DenseFeatures only sccepts dense tensors, to inspect a categarical column you need 1o transform that 19 a indicator column first

colusn = feature_coluani[o]
ayers.DenseFeatures([tf. feature_colusn.indicator_coluan{gencer_colusn)])(feature_batch) numpy()

After adding all the base features to the madel, let's train the model ?I'J=‘I‘1Q amodel (8 just & sngle command using the tf. estisator API

= tf, estimator, LinsarClassitior( feature_columns=feature_columns}
_est.train(train_irput_fn)
reault = Liredr_est evaluate(eval_inpat_f)

clear_output()
priat{result)

iyed Feature Columns

you reached an accuracy of 75% Using aach base featute column separately may not ba enough to axplain the data. For exampla, the

comelation between gender and the label may be different for different gender. Therefore, If you only leamn & single madel weight for




Let us define our logistic regression classifier using tf.estimator.LinearClassifier command. It
takes feature columns as its argument, then we train the model by giving train_input fn as an
argument and we evaluate the model using eval input function as an argument. We get we

store the result in the result variable and we will print it at the end of the execution.
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= Derived Feature Columns

Now you

AND age="49

rences batween different feature combinations, you can add crossed feature columng to the model {you can also bucketize sge

& £7088 column)

age_x_gendar = tf . feature_coluen crossed_column{["age’, "sex'], hash bucket _sizes1dd)

columns+derived_feature_columny)

atter than only trained in base features. You can try using maore features and

You can see that we got accuracy of 76 percent on the evaluation data. The baseline accuracy
was 62 percent and there are a bunch of other metrics that are also printed. Now, we have
reached accuracy of 75 percent. Now, what we will do is we will try to include even more
features and see whether we can get a better accuracy. So, what we will do is we will

combine different features.

One of the feature combination that we will try is between age and gender. So, we construct a
crossed column between age and gender and we set the hash bucket size to be 100. I would
like to remind you about crossed column. So, whenever we cross whenever we construct a
crossed column, it uses hashing for storing the values in order to avoid the problem of

sparsity. Here we specify the hash bucket size to be 100.

Let us add the combined feature in the model along with the earlier feature columns. We can
construct a derived feature column with all the crossed features, but for now, there is only a

single crossed feature. And, we specify feature columns to be original feature columns and



derived feature columns and that is how we instantiate a linear classifier and then we train it

and evaluate it as earlier.
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After adding the combination featuse io the model, let's train the moded again

° darived_featurs_columns = [age_x_ginder]
inear_est = tf.estimitor. LinearClassifier|feature_colusns=feature_colusns+darived_ feature_columns)
Linear_est.train(train_irput _fn)
rasult = Limear st evaluate(eval_{mput_fn)

elear_output()
priat(result)

B {"accuracy’: B.7613636, 'accuracy baseline': 0.625, 'aue': B.B4E31157, 'auc_precision_recall': 8.7991081, 'average

I now achigvies an accuracy of 77.6%, which is slightly batter than only trained in base featuses. You can try using more features and
transformations to see if you can do batter!

Now you can use th train model 1o make predictions on a passenger frem the evaluation set. TensorFlow models are optimized to make
predictions on a batch, o collection, of examples at ance. Earlier, the eval_input_fnwas defined using the entire evaluation set

] pred_dicts = 1ist(linear_est.predict{eval_input_fn))
probs = pd. Seried{[pred] “probabilities’ J[1] for pred in pred dicts])

‘sh Yprobs.plot (kinds'hist’, binsa2d, titles'predicted probabilities’)

MIFREL look at the recelver operating characteristic (ROC) of the results, which will give us a better idea of the tradeaff between the true positive rate
wnd false positive rate.

We have achieved an accuracy of 76 percent which was which is 1 percentage point higher

than the earlier model.
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fron sklearn setrics 1aport roc_curve
u ° from matplotlib isport pyplot as plt

for, toe, _ = roc_turve(y_sval, probi)
plt.plotfpr, tpr)

plt.title{'Roc curva’)
plt.xlabel("false positive rate’)
plt.ylabel{"true positive rate')
plt.xlinfa,}

plt.ylin(e,)

\9 (@, 1.85)

ROC curve
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Finally let us look at the ROC curve to get an idea about the tradeoff between true positive
rate and false positive rate. So, this is the ROC curve that we got. It is a reasonable ROC
curve for a classification task. So, in this session we studied how to build logistic regression
classifier with tf.estimator API. We use titanic dataset as an example dataset to predict the

probability of survival of a passenger using a logistic regression model.



