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Lecture — 17
Text Classification

So far in this course we use TensorFlow API to build models for image classification and
regression. In this module, we will demonstrate how to use TensorFlow API to build model
for text data. In this module, we will use TensorFlow API to classify the movie reviews into

positive or negative reviews based on internet movie review data set.
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from __future__ import absolute_import, division, print_function, unicods_literals

import numpy a3 np

So, we have 50000 movie reviews in total, we use 25000 reviews for training and the
remaining 25000 are used for testing. In this example, we will use transfer learning with

TensorFlow hub and Keras.
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Ipip install tensorflowss?.8.a-betal
inpart tensorflow a3 tf

import temsorflos_hub as hub
import temsorflow_datasets as tfds

print(“version: *
print("Lager mode tf.executing eagerly())

print("Hub varsion: *, hub. _verilon_)

print(“6PU is%, "available™ if tf.test.is_gpu_available() else “WOT AVATLABLE®)

f.__version_)

~ Download the IMDB dataset

The IMDB dataset is available on [ensorFlow datasets The following code downloads the IMDB dataset to your maching (of the colab runtime)

[&, &)}

(train_data, walidation data), test_data = tfds,load(
anee” indb_reviews®,
splite(train_validation_split, tfds.Split.TEST),
a3 _supervisedaTrue)

Let us install all the required libraries and tensorflow version 2.0, we use numpy for data

manipulation and we use tensorflow hub for pre-trained models.
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° from _futurs__ import absolute_import, division, print_functicn, uniceds_literals
impart numpy &% np
Ipip install tensorflowss?.8.a-betal
import tensorflow as tf

import temsorflow hull as hub
import tensorflow datasets ad tfds

print(“version: *; tf._version_

print("Lager mode: ", tf.executing eagerly())

print(®ub varsion: *, hub. _verilon_)

print(“6PU is%, "available™ IF tf.test.is_gpu_available() else “WOT AVATLASLE®)

9 Requirement already satisfied: tensorflowes2..8-betal in fusr/local/lib/pythond.B/dist-packages (2.8.8b1)
Requiresent already satisfied; tf.gstimator-nightlycl.1d.0.dev2019060502,551.14.0.dev2019960581 In jusr/local/lib/y
Requirement already satisfied: th-nightlycl.14,8a28199604, >0, 14,8a20198603 in fusr/local/lib/pythond 6/dist-packay
Requirement already satisfied: numpyc?.,5s1.14.5 in fusr/local/lib/pythond.6/dist-packages (From tensordlowss2.8.(
Requiresent already satisfied: grpciors=l.8.8 in Jusr/local/lib/pythond.6/dist-packages (from tensorflowss2,.8,8-bet.
Requirement already satisfied: gasty«8.2.0 in jusr/local/lib/pythond.6/dist-packages (from tensorflowssl.@.0-betal
Requirement already satisfied: absl-py:s9.7.2 in fusrflocal/libfpythond.6/dist-packages (from tensorflowssl
Requirement already satisfied: sluss1.10.@ in fusr/local/lib/pythond.6/dist-packages (From tensorflowss

5, Requiresent already satisfied: wheelr«®,26 in fusr/local/lib/pythond.6/dist-packages (from tensorflows

equiresent already satisfied: astorss@.6.8 in fusr/local/lib/python3.6/dist-packages (from tensorflowss2.d.8-beta

L equiremsent already satisfied: keras-preprocessing»=1.8.5 in Jusr/local/lib/pythond.s/dist-packages (from tensorfle

"P?[Ltﬂwirﬂunr already satisfied: termcolorssl.1.@ in fusr/local/1ib/pythond.6/dist-packages (Froa tensorflowss2.9.8.1

Requiresent already satisfied: google-pastare®.l.6 in fusr/local/lib/ nd,6/dist-packages (from tensorflowss?,. B

{ . 1 i 14/, ., {4 i 5

One of the beauties of neural networks is that we can use neural network models trained on
one particular task for some other task. For example, a model trained on image can be used to

perform classification of some other images. So, this is called as transfer learning. The model



that was previously trained on some data set is called a pre-trained model and it is used as a

black box in some other model.
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~ Download the IMDE dataset

Thee IMDB dataset is available on TansorFlow datasets The following code downloads the IMDB datasat to your maching (of the colab runtime)

t bl
of':

train_validation_spli

tfds. split. TRAIN. subspl it
{train_data, validation data), test_data = t¥ds, Joad(
namea”indb_reviews”,
splite(train validation splly, tfds.split.TesT),
as_supervised=Trus)

+ Dewnloading and preparing dataset indb_reviews (B8.23 WiB) to /root/tensorflow_datasets/indb_reviews/plain_text/d.:

oicompiel. | ''0'% 111 [00.01<00:00, 1,843/ ur]
oisae.. [ ) 100% BO/80 [00.01<00:00, 44,27 Mis]

@_ 4238 nampies (0004, 93.21 examples's]

NPTEL

We can see that TensorFlow 2.0 is now installed. Now, we will download the IMDB dataset
and split that into training and validation split of 60 to 40 percent, 60 percent training 40
percent into validation. We are using TensorFlow datasets load method to load the IMDB

reviews from the internet.
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Dataset imdb_reviews downloaded and prepored to [root/tensorflow_datasets/isdb_reviews/plain_text/9.1.0. Subseque

= Explore the data

Let's take o moment to understand the format of the data. Each example is a sentence representing the movie review and a comesponding label
The sentence is not preprocessed i any way. The labal is an integer valué of either 0 of 1, where 0 is a negative review, and | is a positive review.

Lets print firsa 10 axamples

tde gl
o train_examples_batch, train labels bateh = naxt(iver(train_dats.batch{ie))}

tran_sxasplas_batch
g tf.Tensor: 1ded28, shapes(18,), dtypesstring, numpys
.h[frrﬂrf[h“ﬂi a lifelong fan of Dickens, I have invariably been dizappointed by adaptations of his novels.<br [icbr
b"0h yeah! Jenna Jameson did it againl Yeah Baby! This movie rocks. It was one of the 1st movies i saw of
bl saw this film on True Movies (which automatically made me sceptical) but actually - it wis good. Why! W

Let us print the first 10 examples to see how the data looks like. We do that with the batch

function.
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I The sentence is not preprocessed in any way. The label is an integer value of either 0 or 1, where 0 ts a negative review, and 1 Is a positive review
Let's print first 10 examples
O I

° train_sxamples_batch, train_labels batch = nawt{iter(train_data.batch{10))}
train_sxamples_batch

9 ctf,Tensor: 105220, shapes{{i), dtypesstring, nuspy=

array([b"4s a 1ifelong fan of Dickens, I have invariably been disappointed by adaptations of his novels.<or [acbr
b*0n yeah! Jeana Jameson did it again! Yeah Baby! This movie rocks. It was one of the 1st movies | saw of M
b"I saw this #ilm on True Movies (which automatically made me sceptical) but actually - it was good. Why! M
b'This was a wonderfully clever and entertaining movie that I shall rever tire of watching many, many tises
b'I have no idea what the other reviewer is talking about- this was a wonderful movie, and created a sense ¢
b*This was soul-provoking! I am an Iranian, and living in th 21st century, I didn't know that such big tribe
b'Just because someone is under the age of 18 does not mean they are stupid. If your child likes this fils :
b*I absolutely LOVED this movie when I was 2 kid. I cried every time I watched it. It wasn't welrd to me, I
b'A very close and sharp discription of the bubbling and dynasic emotional world of specialy one 18year old
b*This is the most depressing film I have ever seen. I first saw it 23 a child and even thinking about it m
dtypesobiect >

(@» printthe first 10 labels

MPTEL
[4] train_labels_bateh

So, you can see that each review is on a single line and so you can see that there are 10

reviews over here, each review is in a single line and there are labels in the label batch. So,



you can see that most of the reviews in the first 10 reviews are positive and except for a

couple of them which are negative. This is also 1D tensor with shape 10.
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Let's first create a Keras layer that uses a TensorFlow Hub model to embed the sentences, and try it out on a couple of input examples. Nate that no

Now, that we have explored the data the next task is to build a neural network model. There
are 3 main decisions when we decide to build a neural network model. The first decision is to
figure out how to represent a text, then how many layers should we use in the model and how
many hidden units should be should we use in each of the layer. In this example, the input
data consist of sentences and the output label output label is binary which is either 0 or 1, 0

represents the review is negative and 1 represents that the review is positive.

So, one way to represent a text is to convert the sentences into embeddings vector. This is
where we can use some of the pre-trained text embeddings at the as the first layer. This has
got multiple advantages. We do not have to worry about text processing. We can benefit from

transfer learning and embedding has a fixed size. So, it is simple to process.

So, we will use a pre trained text embedding model from TensorFlow hub. Let us look at
what TensorFlow hub is. TensorFlow hub has a number of reusable neural network models
that can be used as block black box models in other applications. We will use, we will use a
text embedding model based on google news which embeds a given sentence in a 20

dimensional vector.
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There are other embedding models that are also available on the TensorFlow hub, but for this
particular exercise we will use a google news based text embedding model, we will use
google news based text embedding model. Let us create, let us first create a Keras layer that
uses TensorFlow hub model to embed the sentences. So, we can define that using
hub.KerasLayer, we specify the model that we are using for embedding by a URL of that

particular model.

We specify the input shape, we also specify the data type that is string and we specify
whether the model is trainable or not. So, in this case you want to retrain the model that is
why we set trainable to be true. And what we will do is we will take first 3 examples and see

what happens when we pass these examples through the hub layer.

So, you can see that as we pass these 3 examples through the hub layer we get a tensor which
is a 2D tensor which has got 3 examples and each example is represented by a 20
dimensional vector. Each vector is a real number either positive or negative and each entry in
the vector is a 32 bit floating point number. Let us build a full model and let us see how this

particular hub layer fits inside the full model.
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: ctf.Tenso shapea(3, 30), dtypesfloatdl,
[5] array([[ T, -4.4838837 , 5.177359 , -1 3.2
} 23 ! 18, 1.5515482 , © r i
B5 , -3.0339816 , .8 5
4.83861 1
» 4.1488533 6.
1.5163853 g . 1.505791 , & . +B.40534004,
4, 3401685 , 1.83614%7 , B.9744897 , B.71587T156, -6,2657013 ,
9.16533505, 4.560262 , -1.)106939 , -3.1121316 , -2.1336716 ],
[ 3.8568597 , -5.003031 , 4 4, -B.84324096, -5.503603 ,
5.2083093 , -4.004676 5
3,5634832 , 0.802268% , 0.5 3y
2.8202746 , 6.2000837 , -3.5700393
dtypesfloatdl);
Lets now budd the full modet
r bl
° model = tf.keras.Sequential{)
model , add{hub_Layer)
model. add(ef kera A)vl‘\.!’bl‘iil‘." ativations'relu'))
_ model.add{tf.keras. Layers.Dense(1, activations'sigmoid'))
@ucol.u%p”;
KBTS byers are stacked sequentially to build the classifier

Now, you are quite familiar with the sequential models in Keras. So, we will add the hub
layer as the first layer to convert the sentence into the desired embedding. Later we will take
the output of this particular embedding and give it to the second layer which is a hidden layer
with 16 units which uses relu as an activation function. Finally, we have an output layer
which is a dense layer with a single unit because we have binary classification problem here

and it uses activation as sigmoid. So, let us quickly look at the architecture of this model.
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The text embedding model takes a review as input and it gives us for every review, 20
numbers.. We send these 20 numbers to a hidden layer with 16 units and it uses relu as an
activation function and then it goes to a single unit output layer with sigmoid activation

which gives us y which gives us either 0 or 1.
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Now, that we have built a classifier let us run this and see the summary of the model. So, we
can see that there is a keras layer which is an embedding layer which outputs 20 numbers
which go to the dense layer, which outputs 16 numbers and then we have an output layer
which outputs a single number which is the prediction. And the number of parameters in the
keras layer are about 400k, then 336 parameter in the first in the hidden layer and 17

parameters in the dense layer.

We can clearly see that number of parameters for the output layer is 17 because there are 16
inputs and 1 bias term. In the same manner, you can see that 336 comes from 16 into 20 plus
16 bias units corresponding to each of the units in the hidden layer. And then keras layer has

400 k parameters. So, each of these units in keras layer has 20001 parameters per unit.
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0 Hodel: “sequential®

Layer (type) Output Shape Param &
keras_layer (Kerastayer)  (Wone, ) 00020
dense (Dense) (None, 16) 3%
dense_1 (Dense) (tone, 1) 7

Total params: 409,373
Trainable params: 489,373
Non-trainable parass: @

The layers are stacked sequentially to build the classifier

1. The first layer i$ a TensorFlow Hub layer. This layer uses a pre-rained Saved Model to map & sentence into its embedding vector, The pré-
trained tet embedding model that we are using (google/t2:nreview/gnaws-swivel-20dim/1) splits the sentence into tokens, embeds sach
y, token and then combines th g The resulting are: (num_examples, embedding dimension).
“%T his fived-length output vector |5 piped through a fully-connected (Dense) layer with 16 hidden units.
The last Layer i5 densely connected with @ single cutput node. Using the sigmoid activation function, this valueis a float between 0 and 1,
Tepresenting & probabiliy, or confidence level,

NPT

Out of this 20001 parameters there is a parameter each for a word in the vocabulary and an
additional parameter is used for out of the vocabulary words. So, that makes it about 400 k

parameters in the keras layer. So, we have 400373 total parameters to train.
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A model needs a loss function and an optimizer for training. Since this ia a binary classification problem and the model outputs & probability (a
singha-unit layer with a sigmoid activation), wall use the binary_crossentropy loss function.
This isnt the only cholce for a loss function, you could, for instance, choose mean_squared_error. Bul, generally, binary_crossentropy is better
for daating with probabilities—it miasures th "distance’ bitween probability distributions, o in our case, between the ground-ruth distribution and
the predictions
Later, when we are exploring regression problems (say, to predict the price of a house), we will see how 1o use another loss function called mean
uared emror
Mo, configure the moded to use an optimizer and a loss function

U |
©  rodel comilefoptinizers'adan’,

Lesss"binary_crossentropy”,
setrices[ accuracy'])

« Train the model

the model for 20 epachs in minibatches of 512 samples. This ks 20 Rerations over all samples in the x_trainand y_train tensors. While
, ranitad the models loss and accuracy on the 10,000 samphes from thi validation sat.

HBTEL, i tory = model. fit(train_data. shuffle(10008) batch{311},
#pochEell,

i i




Now that the model is defined, let us compile the model. We use adam as an optimizer, we
use binary cross entropy loss because we have a binary classification problem to solve here

and we track accuracy as a metric.
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+ Train the model

Train the model for Z0 epochs in mini-batches of 512 samples. This is 20 iterations over all samples inthe «_trainand y_train tensors, Whils

training, monitor the moded's loas and aceuracy on the 10,000 samples from the validation set

vl

o history » nodel, Fit(train_data, shuffle(30800) bateh(512),
]

« Epoch 1/18 A
WOTI3 12:06:39,511511 139715083116416 deprecation.py:323] From fusrilocal/lib/pythond.G/dist-packages/tensorflon,/p:
Instructions for updating:
Use tf.where In 2.8, which has the same broadcast rule as np.where
30/30 [sssssssssnssssssanannsnnnansnn] - 7y Jddey/step - loss: 0.9B45 - accuracy: 9.5086 - val_loss: 0.0000e+0d - 1
Epoch 2/28
13/38 [ssmssnsuannn; seessssessasensa] = ETAZ 38 - loss: 0.6033 - securacy: 8.5541

We will batch the training data into a mini batches of size 512 samples and we run the

training loop for 20 epochs. We store the output of the training loop in the history variable.
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WaT23 12:96:30.611511 139719083116416 deprecation.py;323] From jusr/local/lib/pythond.6/dist-packages/tensorflow/m
Instructions for updating:

Use tf.where in 2.8, which has the same broadcast rule as np.where

30/ 30 [sansssansssanansanansanansanna| = 75 244ns/5tep - loss: ©.9845 - accuracy: 0.5886 - val_loss: 9.00000:00
Epoch 2/28

38/38 [=
Epoch 3/28

38/30 [ssaasasnsnssunnananannanansnnan]| « 75 219ms/step - loss; 8.6275 - accuracy: 96669 - val_loss: 8.6148 - val s
Epoch 4/28

= 6% 213ns/step - loss! 8.6786 - accuracy: 9.5935 - val loss: 8.6407 - val ..

30/30 [enssssnnsmenn PP — sas] « 75 218ms/step - loss: O.6824 - accuracy: @.6933 - val _loss: 0.5931 - val .y
Epoch 5/28
39/30 [esssssssssassassssssssnanesnex| - 65 216ms/step - loss: 8.5786 - accuracy: @.7178 - val loss: 8.5717 - vali
Epoch 6/28
- TE" ) (o —— T — ] = 65 216ms/step - loss: 8.5537 - accuracy: @.7424 - val_loss: 8.5499 - val

Epoch 7/28

38/30 [ssamsmanamssassssnsnnencanenas] = 75 21Tms/step - loss: 0.5267 - accuracy: @.7687 - val_loss: 8.5243 - val
Epoch 8/28

B/ [Wsmssdiiioiiaiinisinreriireesa] = ETAD 75 - loss: 9.5108 - accuracy: 0.7826

ate the model




Since, we stored it in history variable we can use it later to plot learning curves or any such
statistics around the training loop. You can see that the training loss is going down after every
epoch and the accuracy is going up. Also keep an eye on the validation accuracy and see what

is happening to the validation accuracy.
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6416 deprecation.py:323] From /usr/local/lib/pythond.6/dist-packages/tensorflow/python ops/math_grad py:1258: add d

75 244ns/step - loss: @,9845 - accuracy: B.5885 - val_loss: @,0000e+88 - val_accuracy: 8.00088e+00
] = Bs 213ms/step - loss: 8,6786 - accuracy: 8.5935 - val_loss: .6487 - val_accuracy: @.5545

accuracy; B.6669 - val_loss: @.5148 - val_accuracy: @.6811

accuracy: 8.6933 - val_l 1 - val_sccuracy: 8.7925

178

sccuracy: 8. 7 = val_acturacy: @.7289
| = B 216as/step - loss: @,5537 - accuracy: @.7424 - val _loss: @.5498 - val accuracy: 8.7439

Ts 217ms/step - loss: @.5267 - accuracy: 0.7687 . val_loss: ©.524) - val accuracy: @.7608

e23,] - ETA: 85 - loss: 9.4989 - accuracy: 8.7932

"
v,
«Evaluate the model

Liscuaba gl b catumad | gee (2 cumias which thnzacans o sy Ler calies i hottarl ang

So, validation accuracy also seems to be going up with each epoch. And training and
validation accuracies seem to be quite close. After 30 epoch the training accuracy has crossed

93 percent and validation accuracy has crossed 87 percent.
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« Evaluate the model

And let's see how the model performs. Two vahues will be returned. Loss {a number which represents our emor, lower values are better), and

BCCUracy.

+ Bl

sccuracy: 0,866

This fairly naive approach achieves an accuracy of about B7%. With more advanced approaches, the model should get closer 1o 85

Further reading

Eav.a more general way to work with siring inputs and for a more detailed analysis of ihe progress of accurscy and loss during training, take a loak

Let us evaluate the model performance on an unseen data set. We copy the result of the
evaluation in the results variable. So, here on the test data we get an accuracy above 86
percent it is very close to 87 percent. So, this fairly naive approach achieves an accuracy of

about 87 percent.

In this module, we built a text classifier using tensorflow API. We used transfer learning

based on models in tf hub. Hope you enjoyed learning these concepts.



