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Lecture — 10
Introduction to Tensors

[FL]. This module focuses on mathematical foundations of deep learning and

demonstrate these concepts through python code.

(Refer Slide Time: 00:35)

& MathematicalFoundationsOfDL.ipynb B coseT & sk o
File Edit View Ingert Runtimg Tools Help

@ COlE @ TECT » A
- Data Representation for Deep Learning

The first neural network that we built for MNIST handwriten-digit recagnition, we started from data stored in multidimensional amays called

lensors.

+ Tinsor is a container | whedi we $100 almost always

f matrices to an arbitrary numi sions. (u dimension s called an axis or rank.)

A tensor Is defined by three atiributes:

1. Number of axes or rank (ndis)

ain the number of tensor dimensions through ndim function on tensor, its shape can be obtained by shape functicn and the data type is
H P

5 of tensors

print i1s number of dimensions, shape and data type

The first neural network that we built for MNIST handwritten-digit recognition. We
started from data stored in multidimensional arrays called tensors. Tensor is a container
for data where we store almost always numerical data. Tensors are a generalization of
matrices to an arbitrary number of dimensions which are also called as axis or rank. A

tensor is defined by 3 attributes: number of axis or ranks, shape and data type.
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= Scalars (0D tensors)

A tensor that contains only one number is called scalar or scalar tensor or (-dimensional fensor

+Wettors (1D tensors)

We can obtain the number of tensor dimensions through ndim() function on tensor. It
shape can be obtained by shape function and data type can be obtained by dtype

function.

For each tensor we will print the number of dimensions, shape and data types. We will
import numpy library for some of the tensor operations. Let us first look at the simplest
of the tensor which is 0-dimensional tensor, this tensor contains only one number. They

are also called as scalar or scalar tensor or 0-dimensional tensor.

Let us take an example. Scalar tensor can be defined as follows we simply write np.array
and we give a number. Let us execute this code. You can say that this is a scalar tensor,
let us look at the shape of this tensor. You can see that since this is a scalar tensor the
shape is empty. We expect the scalar tensor to have 0-dimensions and the data type in

this tensor is a 64 bit integer.
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= Vectors (1D tensors)

An array of numbars is called vector or 10 fensor,

(63] x =
X

np.array([d; 3, 8, 9]
-shaps

L 4)

° L.ndin
C 1!

+vaOgn:

= Matrices (2D tensors)
An array of vectors is & matrix, or 20 fensor,

A miatrix has two anes: rows and columns

Let us look at the next type of tensor which is 1D tensor, it is also called as vectors. We
define 1D tensor with np.array function, where we give a vector as an argument. We
have a list or vector here containing 4 elements. Let us execute this and look at the shape
of this tensor. You can see that the shape of the tensor is (4,). So, this tensor has 4
elements in it. It is also called as a 4D vector. Let us look at the number of dimensions.

Since, this is vector it has got one-dimension.
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[66] x = np.array

called the rows. Eg. |1, 2, 3] is the first row of matrix x

calléd the columns. E.g. |1, 4, 7| is the first calumn of the matri.

r B R0




Let us look at the 2D tensors which are also called as matrix. We can define matrix as a
vector of vectors. Here we have matrix which has got 3 rows and 3 columns. The entry
from the first axis are called as rows, here 1, 2 and 3 constitutes the first row of the
matrix X. The entries from the second axis are called the columns. So, 1, 4 and 7 is the

first column of the matrix.

Let us look at the shape of the matrix. It is (3, 3), it is a 2D matrix. Let us look at the
number of dimensions. Number of dimensions are two, and it holds 64 bit integers as

elements of the tensor.
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= 3D Tensors

We can pack matrices in an amay 10 get 30 tensors, Simikarly we can pack 30 tensors in 8 new amay, we get 40 tensors and 50 .on,

parray([[[1,2,3],

Let us look at the 3D tensors. We can pack matrices in an array to get 3D tensors.
Similarly, we can pack 3D tensors in a new array to get 4D tensors and so on. We can
pack tensors of (n -1) dimension in a new array to get a tensor of »n dimension. Let us
look at the 3D tensor. We have taken the matrix that we defined in the in the 2D tensor
and we have copied it 3 times. So, we have packed the matrix in the array of matrix, so

this becomes a 3D tensor for us.
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° x.dtype

O dtype('intsd')

+ Tensor in MNIST datasets
Let's check out tensors from the first TF moded that we buili

£ B cells hidden

f@a Selection (Tensor Slicing)

WERRRing a specific elements in a tensar is called tensor shicing.
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Let us look at its attributes. First, it has got the shape (3 , 3, 3). There are 3 entries or

there are 3 matrices and each matrix is of shape (3 , 3). So, that is how we have (3, 3,

3). The number of dimensions are obviously 3 because this is a 3D tensor and each

element holds 64 bit integer as its data type. Now, that we have seen some example of

the tensor, let us look at the tensors from the MNIST data set for which we built a model.
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= Tensor in MNIST datasets
Let's check out tensors from the first TF moded that we built
o frem _future_ import absclute_tmpert, division, print_functiss, unicode literals

Ipip install tensorflowssd.d.d-betal

import tensorflow as tf

Let's load the MNIST dataset and book 3t x_train and y_train tensors

mist = tf.eras. datasets.mnist
e (N_train, y_train), (x_test; y_test) s mnist.load data()

print {“Attributes of training dat

a Tensor®)

4*%x_train,ndin)
+ ¥_train.shape)

RAM
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In order to load the MNIST data set let us first install tensor flow 2.0.
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absl-py>ed.7.@ in fusr/local/lib/pythond.6/dist-packages (from tensorflowss2.d.@-bet
keras-applications»=1.8.6 in fusr/local/1ib/pythond.6/dist-packages (from tensorflol
termcolorsel. 1.9 in jusr/local/lib/pythond.6/dist-packages (from tensorflowss2.d.8-1
wheels=8.26 in fusr/local/lib/pythond.6/dist-packages (from tensorflows=2.9.8-betal
oogle-pastarsd.1.6 in fusrflocal/1ib/pythond.6/dist-packages (from tensorflowssl.d
arkdowns=2.6.8 in fusr/local/1ib/pythond.6/dist-packages (from th-nightly<l.14.madi
werkreug:sd.11.15 in fusr/local/lib/pythond.G/dist-packages (from th-nightly<l.1d.&
setuptoolss=41.9.8 in usr/local/1ib/pythond. 6/dist-packages (from th-nightly<l.ld.i
t hBpy in fuse/local/1ib/pythond.6/dist-packages (from keras-applications>sl.d.6-stenm

[74] Requirement already satisfi
Requirement already satisfi

[ Requirement already satisfi
Requirement already satisfl

Requirement already sati

Requirement already satisfi
Requirement already sati

Requirement already sati
Requirement already sati

Lef's load the MNIST dataset and book at «_irain and y_train iensors

P oOf W
° st = tf.keras. datasets.mnist
(x_train, y_train), (x_test, y_test) = mnist.load data()

print (“attributes of training data Tensor®)
")
ke of axes in te = M"%x_train.ndim)
("shaps of a tensor:®; x_train.shaps)
{7" print ("Data type of tensor elements: %" _tradn.dtype)

rint {**)

NPFTEL

Let us load the MNIST data set. Load data function load is a MNIST data set as two
tuples; one corresponding to training and the second corresponding to the test; x train
and y train are features and labels of the training set. Whereas, x test and y test are

features and labels of the test examples.
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u [75] (a_train, y_train), (x_test, y_test) = mnist,load data()

+ BN

tributes of tralning data Tensor®)

ape of a tensor:”, n_tu\n.ﬂ\)ill
ta type of tensor elements: $s"Kx_train.dtype)

Nusber of axes in tensor = 3
Shape of a tensor: (60060, 28, 28)
Data type of tensor elesents: uintd

Training data tensor is an array of 60,000 matrices of 2Bx28 B-bit integeds. Each matrix is a gray-scale image with each pixel value batween 0 to

35

50 y_t
("shaps of a tensor:®; y_train.shape)
print ("Data type of tensor elesents: %"y _tradn.dtype)

Let us look at the attributes of training data tensor, x_train is a training data tensor, so we
look at the number of axis or number of dimensions of x_train tensor. You also look at

its shape and the data type of each of the elements stored in that. You can see that the



training tensor has a three-dimensions, it shape is (60000 , 28 , 28). As you might recall
that this is an array of 60,000 matrices each of 28 by 28 size and each element in the

tensor holds 8 bit integer between 0 to 255.
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Data type of tensor elesents: uints
C

Training data tensor is an array of 60,000 matrices of 28428 Bbit integers. Each matrix is a grey-scale image with each pixel value between 0 to

r b BBl

Training label tensor is & vector of 10 amay of labels comaining 60,000 entries. Each element is & B-bit integer

MFpERut number of dimensions, shape and data type of x_test and y_test tensors?

ion

Let us look at the attributes of training label tensor. So, training label tensor is a vector of
1D array of labels containing 60,000 entries and each element is a 8 bit integer. Each
element of the tensor represents the class of the image. There is a question for you now
can you find out the number of dimensions, shape and data type of x fest and y fest

which are tensors corresponding to the test data?
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~ Data Selection (Tensor Slicing)

Selucting a specific elements in a tensor is called rensor shicing

~ Selecting a single data point

Let's loak at the first raining éxample

+ 080

° K1 = x_train[g]
(5] array([[ & 9, 9 & & o o 0 06 0 0 0 @
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Now, that we have understood basics of tensors, let us look at how to select a specific
element in a tensor. The process of selecting a specific element in a tensor is called
tensor slicing. Let us select a single data point from a tensor. So, we can let us select the

first data point from x_train tensor to be specific.

So, that can be selected simply by mentioning the name of the tensor and putting 0 as the
index. So, this particular statement returns the first image that is stored in the x_train
tensor. We know that this particular image is represented in 28 cross 28 matrix, each
containing a value between 0 to 255. So, you can see that lots of elements are 0, and

there are some elements which have got non-zero values up to 255.
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~ Data Selection (Tensor Slicing)

Selucting a specific elements in a tensor is called fensor shicing.

~ Selecting a single data point

Let's loak at the first Iraining éxample:

+daB Bl
O :i-xtnainfo]
i
1) W, 1, o, 4,154, 6 6, 0, 0, 0 0 8 @
[
o, o, o 6 6 0 9o 6 0 14 1,15, 25
%, o 0!8 & o o 0 8 o, 0 @
8, 8],
(o o 6 o o 6 o 6 o 0 8 139,253
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A3 you can see that there are 28 rows of 28 dimensional vectors and each position halds a number between 0 to 255, Let's visualize the digit

+4 0B8N

¥ Let's display first isage from the
import matplotlib.pyplot as plt

# Function to display a
def display_image{insg):

plt. inshow(ing, cabpeplt.ca.binary)
plE. show( )

display_image(x_1)

So, plt,imshow() function is used to display an image. So, will pass the tensor to display
image that we have defined here that converts the tensor into an image. Let us look at the

image corresponding to this.
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° import matplotlib.pyplot as plt

display_imaga( 1

] f

a1

¥ aliektion

So, you can see that the first example in the training tensor is an image corresponding to
handwritten digit 5. Now, that you have understood how to access an individual element
from a tensor that. Here is a question for you, can you write a code to look at 11 data

point in the training set and display the number with the help of imshow() command?
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* Question
Write the code to look at tha 11-th data point in the training set and display the number with the help of {sshow
R = - O

Expand to check the solution

So, we can simply access 11" element by specifying index equal to 10 and we can; so,
because the index are set 0, i = 10 represent 11™ image in the training set and it will give

us the tensor representation as well as image representation.
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Now, that we have understood how to select a single data point, we are often required to

select multiple data point from the tensor. Let us see how to do that.
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= Select multiple data points
v | I% used to select the entire axis.
+ |jisused to sebect i-th o] — 1-th data points. Nate that th point is not included
tdoB gl
° # select

x_train_slice = x_train18:ie8

P data slice tansor®)

P )

[ [ train_slice.ndim)

2 % of a ain_slice. shape)

print (“Data type of tensor elesents: ¥s™x_train_slice.dtype)
ributes of data slice tensor

o ot

r of axes in tensor s 3

My 3
. Shape of a tensor: (98, 28, 24}

(& ata type of tensor elements: uimd
P are a few more equivalent ways of doing the same thing

So, we use a colon operator to select the entire axis or alternatively we can specify the
start and end of the tensor. If we specify i : j, we can select the tensor or we can slice the
tensor from i" position to j - 1 position. Note that the j" position is not included in the

slice.



Let us see a complete example of selecting multiple data points. So let us try to select
data points from 10 to 100. Note that 100 will not be included in this. So, we can simply
put 10:100 as the selection criteria and slice the tensor. Let us look at attribute of this

tensor slice.

So, we can see that we get the same tensor, we get the tensor of the same dimension as
the original tensor, so x_train was a three-dimensional tensor. We got the slice also as a
three-dimensional tensor. The shape of the tensor is different from its original tensors.
Since, here we are only selecting 90 elements we can see that we have 90 samples each

having 28 X 28 matrix in them.
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And each of the element in the tensor is a 8 bit integer. There are a few more equivalent
ways of doing the same thing. Since, we have a 3D tensor we can also specify
exquisitely the remaining two axis using a colon command. It will result in the same
selection. You can compare that the data slice or the tensor slice that we obtain from the

earlier method and this particular method has exactly the same result.
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Data type of tensor elements: uintd

"; d}lions:
W l i cod

it 10 Sebect boviom right pateh of 14x14 from th raining images?

Let us look at one more alternative to the selection. Now, instead of selecting this axis
using the colon command, we will specify the start and end point. We know that both
this axis have 28 elements each, so we specify or we ask to slice the axis completely or
get all the elements in the axis using the start and end which is matching the length of the

axis.

So, we can once you run the code you will realize that it also results in the same thing
where we get a 3D tensor having 90 examples containing 28 cross 28 matrix and each
tensor element is a 8 bit integer. So, this gives you multiple ways of achieving the same
thing. Now, here is a question for you. Can you write the code to select the bottom right

patch of 14 by 14 from the training image?
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ce.shape)
Ba"e_train_slice.dtype)

f a tensor:®, x_tr
type of tensor elemer

Number of axes in tensor = 3
Shape of a tensor: (98, 28, 18)
Data type of tensor elements: uintd

= Questions:

(1) Write the code 1o select botiom right patch of 14¢14 from the training images?

+ o0 gN

0 jtitle Expand to see the answer.

Expand to see t
br_slice = x_t

o ir _train_br_slice.n
Shape of a tensor:®, x _br_slice. shape)
cint ("Data type of tensor elements: %4"Ke_tradn be_slic

o
\*)

{3frite thee code 10 crop imags 1o patches of 14x14 pixel centered in the middle?
NPFTEL

So, here is the answer. So, we can simply get a bottom right part by specifying the slice
as follows. You want to select the first axis as it is, but we want only 14 by 14 patch
from bottom right, so we specify 14 colon and 14 colon. So, everything after the 15"
element up to the last will be selected in both the cases. So, let us look at the attributes of

the data slice tensor.
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l (1) Write the code to sebect bottom right pateh of 14x14 from the training images?
+ OR8N !
Expand to see the answer.

_train_br_slice.n
sor:®, x_train_br_slice.shape)
Dats type of tensor elements: %aKe_trada be_slic

[+ Attributes of data slice tensor

Number of axes in tensor = 3
thape of a tensor: (60088, 14, 14)
Data type of tensor elements: NG

(2) Write the code 1o crop imags to patches of 14x14 pivel centered in the middle?

(-’;‘_ Expand to see the answer.
&

PP we consume data in batches during tsaining (remember batch gradient deseent?), let's understand how data bateh tensors look bk

So, you can see that we have a 3D tensor having 60,000 images with 14 x 14 patch from

the bottom right and each of this tensor contain integers of 8 bit integers. Can you write



the code to crop images to patches of 14 cross 14 pixels centered in the middle? Let us

see how to do that.
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[84] attributes of data slice tenser

Nusber of axes in tensor = 3
Shape of a tensor: (60069, 14, 14)
Data type of tensor elements: uintd

(2) Write the code to crop imags to patches of 148x14 pixel centered in the middle?

+yaB 8l

Expand to see the answer.

z = %d"%x_train b slice.n
Shape of a tensor:®, x_train_br_slice.shape)
t ("Data type of tensor elements: %a"Xx_train br_slic

[+ Attributes of data slice tensor

Nusber of axes in t
o= Shape of 3 tensor: (ToaORRLTRL)
_%_ ata type of tensor elements: uintd

HERELwe consume data in batches during training (remember batch gradient descent?), let's understand how data batch tensors look ke,

Since, we want the patch in the middle we go from 7" element up to all the elements
except last 7 elements in both the axis here and let us see what it results in. We

essentially get a 14 cross 14 patch for all the images which is centered in the middle.
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Since we constema data in batches during training (remember batch gradient descent?), let's understand how data batch tensors look ke,

~ Data Batches

We usually break the data into small batches and process those batches:

+ Thi first axis in all data sensor is Samphe axis of samphe dimeénsion,

+ The first axis of batch tensor is called the batch axis or batch dimension.

bateh 1 = x_tra:

atch_1.ndim)
Shape of a tensor:®; batch_1.shape)
type of tensor elements: Xi"Xbatch_1.dtype)

Second batch:*)
artributes of data slice temsor”)

iusber of axes in tensor = %d*¥batch_2.ndim)
3 Shape of a tensor:®, batch 2. shape)

Since, we consume data in batches during training let us understand how data batch is

how data batch tensors look like. We usually break the data into small batches and



process those batches. If we have the complete data, the first axis in all data tensor is a
sample axis or sample dimension. The first axis on the other hand for batch tensor is

called the batch axis or batch dimension.

Let us look at the first batch of 128 examples here you have a batch of size 128. So, we
simply specify 128 batch with this particular slicing criteria and then we select the next
128 example with this particular slicing criteria where we specify the start and the end

position.
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Let us look at the attribute of this data slices for both the batches. You can see that both
the batches have 3D tensors having exactly the same shape, each batches contain 128
examples, each example is represented in the metric form of 28 x 28. And each data type

of tensor is an 8 bit integer. Here is a question for you. Can you write the code to get n™

batch?
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= Question:

Wirite the code to get ri-th batch,

Expand the cell to see the solution.

B /0

~ Real world examples of data tensors

Tarsor Example Shaps Datasat
Fi Vecior (sangles, features) Taxi documants
i Timeseries ot Sequance (samples, timesteps, featurss) SEaock Prices
4 maget (samples, channels, hei

50 Videen sanples, frames, charnels, height, width Videos

ﬂj?r data
i

3 dost commonly appearing tenser in ML
HFTELECh point is encoded as a vectar of features
+ A batch of data can be encoded a5 a 20 tensor e, amay of vectors

Let us look at some of the real life examples of data tensors. So, in real life while
building machine learning models, we often come across tensors of dimensions between
2 and 5. 2D tensors are most commonly appearing tensors in machine learning. 2D
tensors have shaped (samples, features). So we have essentially each sample represented

with bunch of features.
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Vector data

+ Most commanly appearing tensar in ML
+ Each point i$ encoded as a vector of features
+ A batch of data can be encoded as a 20 tensor Le. armay of vectors

First axis (s 3 sample axis
Second axis is a feature axis
+ What are the examples of such dataset?

Tent documents! A set of k documents, each represented with m features

(.r" Fuel efficiency dataset: A set of automebiles and their features
I m)

Fiiieseries and sequence data

Let us take a couple of examples. One is representing text document. Let us say we have

a set of k documents each represented with m features. So, this particular set of text



document can be represented by k , m tensor because there are k samples in this data set
and each sample is represented with m features. The other example could be a fuel
efficiency data set that contains set of automobiles and their feature. So, the defining
feature of the 2D tensor is that there are samples and each sample has a list of features.
Then we have 3D tensors that we often encounter in time series data set or in sequence

data sets.
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Timeseries and sequence data
W use 30 tensar for storing time-series and sequence data: (samples, timesteps, features)

Stock prices dataset

+ Every minule, we store features associated with that instance of time: e.g. current price, the highesi and the lowest price In the past minuie.

s @ D victo
ed 85 3 20 tensor of shape (300, m) (

, whae m i$ the number of features.

here are 390 minutes in a trading day).

Ty iUl S @i

+ An entire day of trading s enco

Dataset of tweets
Tweet | encoded as a sequence of 240 characters
_.+ At each position, one of the 128 unigue characters is possible. Thus, each charaeter can be encoded as a one-hot-encoding with 128 length
[ Rvecior,
ach tweet can be encoded a5 a 20 tensor of shape (280, 126)
HPTRLA dataset of 1000000 can be stored in 30 tensor of shape (1000000, 280, 128)

Let us take an example of a time series data set, where you have to store the talk stock
prices. The 3D tensors have 3 axis, the first axis is the sample axis, the second axis is the

time step axis and the third axis is the feature axis.
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i Timeseries and sequence data
Weuge 30 tensor for 1ofing lime-series and sequence data: " (samples, timesteps, features)

##4# Stock prices dataset
- Eviery finute, we stone | aciated with that instance of time: &.9. current price. the highest and the lawest price in the past minute, Thus
@very minute ks encoded as a vector, where $m1 is the number of features
#n entire day of trading is encoded as a 20 tensor of shape (390, $m#) (there are 390 minutes in a trading
day)
250 days’ worth of data can be stored in a 30 tensor of shape (230, 390, ). Here, each sample would be one day's warth of data.

#2# Dataset of tweets
Tweel is encoded as a sequence of 280 characiers
A the 128 unigue ¢

each character can be encoded as a one-hot-encoding with 128 length vector.

,!_dalbv.._l 1000000 can be stored in 30 tensor of shape (1000000, 280, 128)

@
"-'llbeseries and sequence data

We use 30 tensar for storing time-series and sequence data: (samples, timesteps, features)

What happens is in a time series data we have a sample across multiple time steps,
specifically for each time step we have a list of features. Let us say in stock price data
set, we store the features associated with the stock at every minute. The features could be
current price, the highest and lowest price in the past minute or some such kind of

features.

Every minute is encoded as a mD vector where m is the number of features. An entire
day of trading is encoded as a 2D tensor of shape (390, m), where there are 390 minutes
in a trading day. In order to store data for 250 days it can be stored in a 3D tensor of
shape, 250 corresponding to 250 days and for each day there are 390 data points each

containing m features.
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We use 30 tensor for storing tima-senies and sequence data: (samples, timesteps, features)
Stock prices dataset

+ Every minule, we store features associated with that instance of time: e.. current price, the highest and the lowest price in the past minute.
Inute |8 encoded as a where m (s the number of features
2 20 tensor of shape (390, m) (th

of trading is enc arg 390 minutes in a trading day).

worth of data can be stored in a 30 tensor of shape (250, 390, m). Here, each sample would be one day’s worth of data
Dataset of tweels
Twaet is encoded a3 a sequence of 260 characters.

+ Aleach position, one of the 128 unique characters is possible. Thus, each character can be encoded as a one-hot-encoding with 128 kength

+ Adataset of 1000000 can be stored in 30 tensor of shape (1000000, 280, 128)

+ Video data

(-"“l Stored a3 & 50 tensor of shape (samples, frames, channels, height, width)
\ Each sample s a video encoded in 40 tensar of shape (frames, ¢

nels, helght, width)

frame in the video is encoded a3 a 30 tensor (just like images). Each frama is an image actually and is encoded in 3D tensors of shape

(channels, height, width)

Let us see how we can use 3D tensor to store data set of tweets. Here we encode each
tweet as a sequence of 280 characters, at each position one of the 128 unique characters
are possible. Thus each character can be encoded as a one hot encoding with 128 length
vector. Each tweet can be encoded as a 2D tensor of shape (280 , 128). The data set of

one million tweets can be stored in a 3D tensor having shape (1 million , 280, 128).

In each of the 1 million tweets we have 280 characters and in each of the 280 character is
represented as a 128 dimensional feature vector, and this 128 are all the possible
characters that is why we are using one hot encoding to represent every position in the

tweet.
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Tweet is encoded as a sequence of 280 characters.
+ Ateach position, one of the 128 unigue characters is possible. Thus, each character can be encoded as a one-hot-encoding with 128 length
vectar.

+ Each twidt can be encoded as

2D tensor of shape (280, 128)
+ A dataset of 1000000 can be stored in 30 tensor of shape (1000000, 280, 128).

LR -WA B
~ Video data

+ Stored as a 50 tensor of shape (samples, frames, channels, height, width)
+ Each sample is a video encoded in 40 tensor of shape (frames, channels, height, width)

+ Each frame in the video 15 encoded as a 30 1ensor (just like images)

¥ Question
Daduce the shape of a tensor to store 4 videos, whare sach video is a 60-second clip of size 128x256 sampled at 4 frames a second?

£ 7 cwll hidden

(s
+. K€y operations in Neural Networks

In Wi, we specify 3 layer wiih the following statement

Let us look at how do we store the video data.
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- Real world examples of data tensors

Tansor Example Shape Duataset
Fli Wector (samples, features) Text documents
k1] Timeseries of Sequance (samples, timesteps, features) Saock Prices
il images (iseled, chanmale, bi MNEST Digit
50 Videos (samples, frames, charnels, height, width Videos

Vector data

+ Most commanly appearing tensar in ML
+ Each poini s encoded as

of features
+ A batch of data can be éncoded as a 20 tensor Le. array of vectors
First axis is a sample axis
. Second axis is a feature axis
(%
Y

What are the examples of such dataset?

Text documents: A set of k documents, each represented with = features
{PTE
WFTEL Fual efficien set; A st of automobiles and their features

Images are stored as 4D tensors where the first access is samples where which is

dedicated to every image, so we have sample and for every sample if you have a color

image we have channels and height and width. There is a channel corresponding to red,

green and blue in the colored image. In grey scale image there is a single channel and for

every channel we have height and width, that is defined which is the resolution of the

image, and at every cell we store the value of the illumination of the pixel.



Video data is an extension of the image data, where in addition to the image data which
is channels height and width, we store the image information at a frame level. And each
of the video has multiple frames, and in each frame we store the image information. Each
frame in the video is encoded as a 3D tensor. Now, there is a question for you. Can you
reduce the shape of a tensor to store 4 videos where each video is a 60 second clip of size

128 by 256 sampled at 4 frames a second?



