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Lecture - 40
Classifying Personal Income

Hello all, welcome to the lecture on the case study. So, in this lecture, we are going to
look at a case study called Classifying Personal Income, where we are going to see how

to solve that problem using python.

(Refer Slide Time: 00:27)

Problem statement

* Subsidy Inc. delivers subsidies to individuals based on their income

* Accurate income data is one of the hardest piece of data to obtain across the world

* Subsidy Inc. has obtained a large data set of authenticated data on individual
income, demographic parameters, and a few financial parameters

* Subsidy Inc. wishes us to :
Develop an income classifier system for individuals

The Objective is to:

Simplify the data system by reducing the number of variables to be studied, without
sacrificing too much of accuracy. Such a system would help Subsidy Inc. in planning
subsidy outlay, monitoring and preventing misuse.

k Python for Data Sclence

So, let us look at the problem statement of the case study that we are going to solve.

Subsidy inc. is a company which delivers subsidies to individuals based on their income.
And accurate income data is one of the hardest piece of data to obtain across the world.
So, they have obtain the large set of data on individual income, demographic parameters,
and based on few financial parameters. So, they wish us to develop an income classify

system for individuals.

The main objective of the case study is to simplify the data system by reducing the
number of variables to be studied without sacrificing too much of accuracy, so that the
data collection part would be easier. If we have very few parameters that needs to be
measure, then the data collection part will be easier. So, that such a system would help

subsidy income in planning subsidy outlay monitoring and preventing misuse. Let us



quickly look at the variables that are available in the case study that we are going to

solve.
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Variable description

Size: 31,978 x 13 Data file: income.csy
Variables DataType Description Categories of
variables
age integer The age of the individual in years
JobType string | Working status of person, which sector does he work in |Federal-gov, Local-
gov, Private
&5 more..
EdType string The level of education 10", Masters,
Doctorate
& 13 more...
maritalstatus|  string The marital status of the individual Divorced, Never-
married,
Married-AF-spouse;
&4 more...
occupation | string The type of work the individual does Armed-Forces,

Sales, Tech-support
& || more...
Python for Data Sclence

The first variable is age which represents the age of the individual in years. Next one is a

JobType which represents the working status of a person which sector does he work in
like federal government local government and so on and so forth. Next is the educational
type the level of education like 10", masters, doctorate and so on. Next one is the
maritalstatus the maritalstatus of the individual, whether a person is married the worst or

never married and so on.

Next one is the occupation the type of work the individual does whether the individual is
working in an armed forces or sales or technical support and you have eleven more

categories like that.
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Variable description

Size:31,978x 13 Data file: income.csv
Variables  DataType Description Categories of
variables
relationship string Relationship of individual to his/her household  |Husband, wife, own-
child
&3 more
race string The individual's race Black, White
& 3 more
gender string The individual's gender Male, Female
capitalgain integer The capital gains of the individual

(from selling an asset such as a stock or bond for
more than the original purchase price)

capitalloss integer The capital losses of the individual
(from selling an asset such as a stock or bond for
less than the original purchase price)

hoursperweek| integer | The number of hours the individual works per week
Python for Data Sclence

Next one is relationship of the individual to his or her household. The next one is the

race; it is being represented by black, white and 3 more. Next one is the gender the
individual’s gender being represented as male and female. The next one is the
capitalgain; the capital gains of the individual basically from selling an asset such a stock

or bond for more than the purchase price.

Next one is the capitalloss the converse of that, the capital losses of the individual from
selling an asset such as a stock or bond for less than the original purchase price. Next one
is the hoursperweek, the number of hours that the individual works per week in a

company.
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Variable description

Size:31,978x 13 Data file: income.csv
Variables DataType Description Categories of
variables
nativecountry | string The native country of the individual United-States,
Cambodia, Canada
& 39 more...
SalStat string | The outcome variable indicating whether a person's less than or equal to
salary status 50,000, greater than
50,000
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And we have nativecountry of the individual being represented with like categories like

United States, with countries like United States, Cambodia, Canada and so on and so
forth. Next one is the last one is the salary status which is the outcome variable. The
outcome variable indicating whether a person salary status, whether it is a less than or
equal to 50,000.

So, it has basically two categories less than or equal to 50,000 and greater than 50,000.
So, this is the overall idea about the problem and the description of the variables. Now,
we are going to go back to spyder and we are going to see how to solve this problem.
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8 Required packages WARMEEEE | cewenD e
f To work with dataframes Python 3.6.4 |Anaconda, Inc.|
18 import pandas as pd (default, Jan 16 2018, 10:22:32)
11 . . [MSC v.1900 64 bit (AMD64))
12# To perform numerical operations Type "copyright", "credits" or
13import numpy as np "license" for more information,
15# To visualize data IPython 6.2.1 == An enhanced
16import seaborn ay sns Interactive Python.
54 To partition the data In (1]: import pandas as pd

19from sklearn.model_selection import train_test_split
o In [2]): import numpy as np
214 Importing Library for logistic regression

22from sklearn.linear_model import LogisticRegression In [3):

ot N8 ndchboee (A1 Loendog U110 L 16 Coherm 18 Mamwry 1%

So, now, let us start by importing required packages. To work with data frames, we are
going to import pandas as pd. And to perform any numerical operations on it, we are
going to import numpy as np. Followed by that, we will be visualizing the data using the
seaborn library. So, we are going to import seaborn as sns. Followed by that, we are
going to import train test split from the package called sklearn and the model_selection is

a sub package under sklearn.

So, we are going to import train_test_split from sklearn package. After that we are going
to import LogisticRegression from sklearn linear_model. And to look for performance
matrix, we are going to import accuracy and confusion matrix from sklearn matrix. So,
now, we have imported the required packages. Now, let us import the data into spyder.

So, income is the filename and it is in csv format.

So, now let us import the data into spyder. Income is the filename and it is in csv format,
we going to read that and we have storing it onto a data frame call data_income. So, once

we read the data, we can see it under the variable explorer.
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# Importing dato o Y . ae
# sssscszsssszsssssssssssasssssssszssszssss | 00t DataFrame (31978, 13) Column names: age,.
1 data_income = pd.read_csv('incos ) data_income DataFrame (31978, 13) Column names: age,.

# Creating a copy of original dato
idata = data_income.copy()

W s e
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3 e a)
maritalstatus 31978 non-null object

occupation 31978 non-null object
relationship 31978 non-null object
race 31978 non-null object
gender 31978 non-null object

capitalgain 31978 non-null inté64
capitalloss 31978 non-null int64
hoursperweek 31978 non-null inté64

A : To chz_’ck variables' data type nativecountry 31978 non-null object
i7print(data.info()) salstat 31978 non-null object
48 . dtypes: int64(4), object(9)
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So, the data underscore income is of data frame and the size of the data frame is 31978
observations with 13 columns. After reading data, we are going to create a copy of the
original data, so that original data frame will not be touched. And further analysis will be
made on the copy data frame. So, we are going to create a copy using ‘.copy’ function
and we are storing it on to a data frame called data new data frame now. So, now, we

have read the data.

Now, it is time to explore the data to understand the data even more better. So, under
exploratory data analysis, we are going to broadly look into three topics the first one is
getting to know the data, where we basically see what type of; what type of variables that
we are going to deal with. The next thing that we are going to see here is data pre
processing, where are we going to deal with missing values like how to identify the
missing values and how are we are going to deal with that.

And after that we are going to understand the data through visualization and cross tables,
because we will be looking into checking the relationship between the variables using
cross tables and data visualization. So, basically once we write the data we would be
interested in getting the data type of each variable, so that it gives an idea about what
type of data that we are going to deal with. So, ‘.info’ command on a data frame gives

you the data type of each variables.



But if you check here all the variables are read with expected data type, because age is
read as integer, JobType, from JobType to gender, it has been read as object because
those have only categories to with and capitalloss, capitalgain, hoursperweek have been
read as integer, because those variables have numerical variables. And the SalStat
nativecountry has been read with object data type, because we know that their exist

categories under that variable. So, it has been read as object.

So, now, we have seen what are the data types of each variables and we know that all the
variables are read with the proper unexpected data type. So, now, we will check whether
there are any missing values in the data frame using a isnull function. So, let us check
whether there are any missing values. So, basically a isnull returns Boolean values that is
true and false true indicates the missing data and the false indicates there are no missing
data in a particular cell.

But if you see the output, it will be difficult to skim through the whole output. So, let us
take the sum of missing values in each column, so that we will get an idea about how
many values or how many cells are missing under each variable. So, this can be done by
adding dot sum to the existing command. So, let us see how to do that. So, this is just the

print statement, but the actual command is here data.isnull.sum.

So, if we execute this line, you will get an output which says no columns have missing
values, because the corresponding values of each variable are 0. So, it represent that
there are no missing values under any of the variables. So, now we have checked
whether there any missing values in a data frame or not. Now, it is time to understand the

data by getting the descriptive statistics out of it.

In our data frame, both numerical and categorical variables are there. So, the descriptive
statistic can give you great insights into the shape of each variable, so that describe
function can be used to get the basic descriptive statistics out of data. So, | am going to
use the dot described function on a data frame data. And | am storing that output to an
object call summary_num, because by default the describe function gives you eight

statistical properties of numerical variables.
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data DataFrame (31978, 13) Column names: age, JobType,..
14 data_income DataFrame (31978, 13) Column names: age, JobType,..
: summary_num DataFrame (8, 4) Column names: age, capitalg.
# wEsREREENEAREASNNERNANRARONEANESE

16#**** To check variables' data typ ':”_' obiood —
, print(data.info()) us re
194**** Check for missing values In [15]): print(summary_num)
ddata,isnull() age capitalgain capitalloss hoursperweek
count 31978.000000 31978.000000 31978.000000 31978.000000
print('Data col it al mean 38,579023  1064,360623 86.739352 40,417850
#**** No missing values ! std 13,662085 7298.596271  401.594301 12,345285
! min 17.,000000 0.000000 0.000000 1.000000
#**** Summary of numerical variabl | 25% 28.000000 I 0.000000 0.000000 40.000000
summary_num = data.describe() 50% 37.000000 0.000000 ©.000000 40.,000000
print(summary_num) 75% 48.000000 0.000000 0.000000 45.000000

58 . max 90.000000 99999.000000 4356.000000 99.000000
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The first one being count mean standard deviation minimum 25 percent, 50 percent, 75
percent and the maximum value. Basically the count their count represent the count of
observations under other particular variable that is age. When we look at the mean of
age, the average age of the individual is turned out to be 39 years. And the standard
deviation is around 14 and the minimum age of the individual is 17 years; the next is 25

percent that is 25 percent of the individuals age is less than 28 years.

The next is 50 percent; the median age is 37 years here. Next is 75 percent, 75 percent of
the individual age is less than 48 years, at last you have maximum value we know that at
the max the age of the individual is 90 years. Similarly, if you look at the capitalgain, it
is a profit from the sale of property or an investment, so whether the sale price exceeds

the purchase price.

So, if you look at the capitalgain, it is a profit from the sale of property or an investment,
where the sale price exceeds the purchase price then only we call it as a capitalgain. If
you see on an average the capitalgain of the individual is 1069 and the standard deviation
is really high that is 7298. And if you look at the maximum value, it is 99999, but the

minimum value is 0.

So, in this case, it turned out that only 25 percentage of the capitalgain is greater than 0
that is why you have nothing under from minimum to 75 percent age, because it is very

evident that very few people will be investing in stocks or any other investment, so that



they get some profit out of it. So, conversely a capitalloss arises, if the proceeds from the
sale of a capital or a asset are less than the purchase price, it is turned out that only 25
percent of the capitalloss is greater than O, though the maximum values 4356, the

minimum value is still 0.

So, similarly you can look at the spread of the hoursperweek, like on an average
individual spends 40 hoursperweek in a company. Similarly, you can look at the other
statistics. And we also have categorical variables in our data frame. On that note, we
would be interested and getting the frequencies of each categories under a variable. So,
the same command is being used by setting include is equal to o, o represents object. So,
let us see what the output gives us. And we are storing that onto a object call

summary_cate that represents summary for categorical variables.

(Refer Slide Time: 12:59)
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14# Getting to h | data

DataFrame (31978, 13) Column names: age, JobType, EdType, maritalsta.

154 ssssssssessn | data_income DataFrame (31978, 13) Column names: age, JobType, EdType, maritalsta.
16#**** To check | summary_cate DataFrame (4, 9) Column names: JobType, EdType, maritalstatus, ..
{7print(data.inf | summary_num DataFrame (8, 4) Column names: age, capitalgain, capitalloss, h.

494**** Check fo
0data.isnull() | T% et M

Piter - “x

" ) e 00 nea
2print('Data ry
#44%% No missi | unique ‘ 9 16 , ‘ 7 15 6
4 | top Private HS-grad Married-civ-spouse Prof-specialty Husband
#** Summary freq 22286 10368 14692 4038 12947
6 summary_num = )
print (summary_ race gender nativecountry Salstat
count 31978 31978 31978 31978
#44*% Summary unique S 2 a1 2
60 sunmary_cate = top White Male United-States less than or equal to 50,000
freq 27430 21370 29170 24283

Lprint(summary_
62
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So, basically when you set when you set include is equal to o, it gives you four measures
starting from count, count basically gives you how many observations are considered
while giving you the summary and then unique, unique represents, how many unique
categories are available under that particular variable. For example, under JobType, we
have nine unique categories. And next is the top which gives you the model value of the

variable that is the most frequently occurring category.

So, for JobType the most frequently occurring category is private. And you can also get

the corresponding frequency. Here 22286 observations correspond to private category.



Similarly, you can look at the frequencies of the categories that are available under other
variables. But from this output, we now just know how many unique values are there, but
we would be interested in getting the unique categories under a variable, so that it gives
us an idea what are the categories that are there in a particular variable.

So, for that case, in that case, the value_counts gives us the better representation. So, let
us see how to use the value underscore function. So, I am just going to take the first
variable that is JobType. | am going to get the frequencies of each categories that are
available under JobType. So, basically this gives us the better representation by listing all
the available categories under frequencies. If you look at here, it basically gives you the
frequencies of each categories under JobType. You can also see there exist question

mark instead of nun.

So, there exist a question mark instead of nan, because by default python only reads the
blank cells as nan not other special characters. In this case, we have a special character,
but it is not being read as nan, but we have encounter that there are some missing values
in the form of question marks. Similarly, we can also get the frequencies of categories
using the value_counts for other variables, but it turned out that occupation also has
question marks here. But when we looked at the data, there were only question marks

under two variables that is occupation and JobType.

So, to basically see how exactly the special characters are, we can use the unique
function. So, let us check the unique classes of JobType. So, basically unique function is
from numpy library and inside the function as specify the JobType from data frame data.
So, if you see that there exists the special character which is question mark there is the
space before the question mark, this is how exactly the levels of the JobTypeare being
entered.

So, if you see here before the starting letter of the every level, there is a space in front of
it. So, similarly we have a space in front of question marks also, this is how exactly the
special character is been entered here. So, now, we know that there are some special
characters which is just the representation of missing values. So, what we are going to do
here is, we are going to go back and read the data by including the na values to consider
the special character as nan. By adding na_values with a list of a string values we are

going to consider this special character as nan values.
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#**** Frequency of each categories data DataFrame (31978, 13) C
tdata[ Type'].value_counts() data_income DataFrame (31978, 13) C
data( pation'].value_counts() sunmary_cate DataFrame (4, 9) ¢
summary_num DataFrame (8, 4) C
#**** Checking for unique closses
8 print(np.unique(data[ ' JobType']))
print(np.unique(data( ion'])) [ Meheme AR
0#**** There exists ' ?' instead Of nan o - _':
dge v 3
JobType 1809
EdType 0
] maritalstatus ]
data = pd.read_csv( " incon ,na_valuess| )] occupation 1816
relationship 0
race ol
gender 0
capitalgain (]
capitalloss 0
. ' hoursperweek 0
»_nativecountry 0
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So, once we have executed this data, you will be able to see the data frame size is 31978
observation with 13 variables. Now, we have seen how to consider other special
characters as nan values. Now, it is time to pre process the data. Basically now we know
that there are some missing values in a data frame to deal with the missing data, we need

to first identify the missing data and then we can examine the missing value pattern.

So, by using the same isnull function, we found out that 1809 cells are missing under
JobType and 1816 cells are missing under occupation and no other variables have
missing values except JobType and occupation. So, before deciding on how to deal with
the missing data, let us see in a particular row either one of the column is missing or both
the column values are missing. For that let us subset the rows at least one column is

missing in a row.

So, here we going to subset the rows by giving .any axis is equal to 1, so that it
considered at least one missing column in a particular row. Now, we have subset the
rows with missing values. If you look at the size of the data frame, it is 1816. It is with

1816 rows with 13 variables.
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So, now let us open the missing data frame and inspect the missing data. So, it is very

clear that whenever JobType is missing, the occupation is also missing, but the total

number of missing values is 1816 rows. So, there is a special category called never

worked and the corresponding value of the occupation is nan. Since the JobType is never

worked.

So, if you saw the JobType, so if you saw the JobType there is a category called never

worked. If the individual has never worked, then occupation could not be fill that is the

reason you have nan values under occupation. So, now let us go back to the script in

window and see and what we going to do with it.
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correlation DataFrame (4, 4)

data DataFrame (31978, 13)
samissing = data[data,isnull().any(axis=1)] data2 DataFrame (30162, 13)
# axise] =) to consider at least one column value is missing data_income DataFrame (31978, 13)

missing DataFrame (1816, 13) |
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In [27]: missing =
data(data.isnull().any(axis=1)]

In [28): data2 =
data2 = data.dropna(axis=0) data.dropna(axis=0)
# Reagtionshiu between independent variables In [29]: correlation =
correlation = data2,corr() data2.corr()
100| .
‘ 1 [30):
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So, let us quickly note some points that we have got from the missing data. So, missing
values in JobType is equal 1809 rows. So, there are 1816 rows that are missing under
occupation and there are 1809 rows where two specific column that is occupation and
JobType have missing values. So, there is the difference between 1816 and 1809 that is 7
rows. You still have occupation and fill for those seven rows because JobType is never

worked that is why the total number of missing values is 1816.

Now, in this case we can delete the cases containing the missing data or replace the
missing values with reasonable alternative data values. If the data are not missing at
random, we have to model the mechanisms that produce missing values as well as the
relationship of interest which is very complex in these contexts. So, here we are going to
remove all the rows with missing values in consider only the complete cases alone. So, in
that case, we are going to use a command called dropna. And by setting axis is equal to

0, we are dropping out all the rows wherever there are missing values.

So, if you look at the size of the data to data frame that is 30162 rows with 13 variables;
that means, that we have gotten read of 1816 rows wherever they were missing values,
why because we could not find out the mechanism that goes behind which produce the
missing values and we do not know the relationship of interest as well. So, we are going
in this session, we are going to remove all the missing values and we are going to

continue with the further analysis.



So, with complete cases let us look at the relationship between numerical variables that is
between independent variables using the correlation measure. So, you can get the
correlation, you can get the pair wise correlation using the .corr function using the corr
function. So, and | save my output to a variable called correlation onto an object check

called correlation.
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age 1 0.0801542 0.0601655 0.101599
capita. 0.0801.. 1 -0.0322293 0.0804318
capita. 0.0601.. -0,0322293 1 0.0526_12

hoursp.. 0.1015.. 8.0804318 0.052417 1

So, let us look at the correlation values. So, if you look at the correlation values, none of
the variables correlation, so none of the values are nearer to 1; most of the values are
nearer to 0. It represents that none of the variables are correlated with each other because
the correlation values lies from -1 to +1. And if it is closer to 1, we say that there is a
strong relationship between two variables; and if it is closer to 0, then we say that there is

a there are no a little correlation between variables.

So, in our case, none of the variables are correlated with each other. So, now, we will

consider the categories categorical variables to look at the relationship offered.
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104# Extracting the column nomes i hiad
105 data2.columns correlation  Dataframe (4, 4)
data DataFrame (31978
1074 59992282225s35EsERSETATEIFRIERRATIFRRRARUEETIIIIIIIRATIIAATET data2 Dataframe (30162
8# Gender proportion table: I data_income  DataFrame (31978
1098 sesnccsnscnsacarnone e e oo RN CaR RN ERENORRERREREORRERY ynd" Dataframe (2, )) &
18 gender = pd. crosstab(mdex = data2("p "1 ¢ >

T

1 columns = 'count’,
112 normalize = True)

11 pr!nt(gender)

114 =
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salstat greater than 50,000
less than or equal to 50,000

gender
der_salstat = pd,crosstab(index = data2["gender"], Female 0.113678
columns = data2('Salstat’ 0.886322
margins = Male 0.313837
normalize = ‘index') # Include rofCRTIILE
All 0.248922
0.751078
,|In [33):
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So, now we will look at the gender proportion using the cross table function. So, here |
am accessing the columns of data2 basically it gives you the column names of each
variable, so that you can use the column names in the further analysis. So, here we are
going to look at the gender proportion using the cross table function. And by setting

normalise=true, you will get the proportion table.

And you will give the variable of interest under the index column. And let us look at the
output. Now, if you see here male are high in frequency that is 67 percent corresponds to
male and only 33 percent corresponds to female. So, now we have got an idea about
what is the proportion of gender that we have. Now, it is time to check how salary status

varies across the gender.

So, we are going to look at the two-way table where we are going to check the
relationship between gender and salary status. And in a row | want gender, and in
columns | want; and in rows | want gender, and in columns | want salary status. And by

setting normalised is equal to index, | am going to get the row proportion equals to 1.
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104# Extracting the column nome *

105 data2.columns
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correlation  DataFrame (4, 4) Column names:

.

age, capitalgai.

1 data DataFrame (31978, 13) Column names: age, JobType, E..
1074 wasssssssssussssssasvansas data2 DataFrame (30162, 13) Column names: age, JobType, E..
108# Gender proportion table: data_income  DataFrame (31978, 13) Column names: age, JobType, E..
109# sesassssssssssnssesssssens gender DataFrame (2, 1) Column names: count
110 gender = pd,crosstab(index eander caletat NataFrame (3 2\ Column_namee: _greater than §_ °
111 columns hreminoer Ml o

" Pyter cree. x
:1 rint(gender) rormll o e % : LEX Y
1154 Gender vs Salary Status: Include row and column totals
T I ————— +vut print(gender_salstat)
117gender_salstat = pd.crosstat
118 Salstat greater than 50,000 less than or equal to 50,000
119 gender
120 Female 0.113678 0.886322 |
121print(gender_salstat) Male 0.313837 0.686163
1% ALL 0.248922 0.751078
123 # sesssosscsssasszassssasan:

“IIn [33]):
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So, from the output, it is very clear that only 11 percent of the female earn greater than
50000 US dollars and 89 percentage earn less than 50000 US dollars, but men are more
likely to earn more than when compared with women. On classification problems, you
need to know how balance the class values are. For example, you need to know the
proportion of your output variable. So, let us visually look at the frequency distribution
of the salary status using the count plot function from seaborn and the variable of interest

is SalStat, because we are going to look at the bai plot of salary status.
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109# s . Nome e -~

110gender = pd.crosstab(index = data2("gend correlation  Dataframe (4, 4) Column names:.

111 columns = ‘count’, data DataFrame (31978, 13) Column names:.

112 normalize = True) data2 Dataframe (30162, 13) Column names:.

113 print(gender) data_income  DataFrame (31978, 13) Column names:..

114# sessessesonsscnssnesssansonsasonsonunnnuny gender DataFrame (2‘ 1) Column names:.

115# Gender vs Salary Status: eandar caletat NataFrams (3. 2) Column_namae:  *

{16 4 ans SRR T

: ax

117 gender_salstat = pd.crosstab(index = da '.”:-u P

118 columns = da A

119 margins = Tr

12 normalize = ‘i

x print(gender_salstat)

122 I

1238

124# Frequency distribution of 'Salary status' o -
1258 ==

126Salstat = sns.countplot(data2[ 'Sal
127

128""" 75 % of people's salary status is ¢=50,
, |In [34]):
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It is very clear that around 75 percentage of the observation corresponds to less than or
equal to 50000 and only 25 percent corresponds to greater than 50000. So, now, let us
plot the histogram to check the underlined frequency distribution of the age variable. So,
| am using | am going to plot histogram using this plot from the sea born library and for
the age variable. And by setting bins is equal to 10, I will have only ten bins to interpret
from and | am setting kde is equal to false, so that I will have the frequency is on the y-

axis.

So, from the histogram, it is very clear that people with age 20 to 45 are high in
frequency and we also have the records for the other ages, but between 20 to 45, the
frequency is high. Similarly, we can generate cross tables and plots to understand the
relationship between other variables. So, if you want to do a bivariate analysis to check
how age is affecting the salary status, then we can do a box plot to check how salary is

wearing across age.
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correlation  DataFrame (4, 4) C

data Dataframe (31978, 13) C

data2 DataFrame (30162, 13) C

data_income  DataFrame (31978, 13) C
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133 sns.distplot(data2('age'], bins=1@, kdesFalse)
134# People with age 20-45 age are high in frequency

136 mensaniaanent Box Plot - Age vs Salary status sesssssases o - -

137 sns.boxplot('Salstat’, 'age', data=data2)
138fata2. groupby('Salstat')[ age'].median()

I
140## people with 35-50 age are more Likely to earn > 50000 |
141 ## people with 25-35 age are more Likely to earn <= 50000

" In [36):
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So, people with 32, so people with 35 to 50 age or more likely to earn more than 50000
US dollars, but people with 25 to 35 age are more likely to earn less than 50000 dollars.
So, similarly you can generate the cross tables and plots to understand the relationship

between other variables.
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Using python we will look at the relationship between the variables using cross tables

and a visualization. So, now, | am going to quickly take you through the exploratory data
analysis through slides, where | am going to show you the relationship between variables
using the same commands that we have used in the python.
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So, first we are going to look at the JobType versus salary status. So, first we are going

* Hence an important variable in avoiding the
misuse of subsidies

to look at the relationship between JobType and SalStat. So, here is the bar plot which
gives you an idea about what is the count, what is the frequency of each category it is



available under a JobType. So, for example, if you see here most of the individuals work
in a private organisation and very few work in the state government or federal

government organisation.

This is the frequency distribution of the JobType. But if you want to see how salary is
wearing across the JobType, then we can look at the cross table. And | have highlighted
only a single row which will give you an idea about what is the percentage splits for an
individual. If he is if he is self employed then what is the percentage spilt that, he will
earn greater than 50000 or less than or equal to 50000. For the greater than 50000 it

turned out to be 56 percent and for the less than or equal to 50000 it is 44 percent.

And for the rest of the JobType more or less 70 more or less 70 percentage of the
individuals earned less than or equal to 50 and the rest of the percentage belongs to
greater than 50. Only for the self employed people there is an equal proportion more or
less equal proportion for both the categories. And on the whole from the above table, it is
visible that one whole if you look at the JobType, it will be an important variable in

avoiding the misuse of subsidies.
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So, next we will look at a variable call education. Let us just look at the frequency

EdType

distribution of education. Education basically has too many levels to it starting from

preschool to doctorate. And if you look at the frequencies of each categories only the



higher secondary graduation has the highest frequency. People most of the people have

finished the higher secondary graduation, and followed by some college.

And if you see here the blue bar is the representative of less than or equal to 50 and
greater than 50. So, now let us look at the relationship that exists between the salary

status in education to see how the salary state is varying across the education type.
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Education vs. Salary Status

SalStat greater than 50,000 less than or equal to 50,000
EdType
10th 1.2 92.8
11th 5.6 94.4
12th 1.7 92.3
1st-4th 4.0 96.0
5th-6th 4.2 95.8
7th-8th 6.3 93.7
9th 5.5 94.5
Assoc-acdm 25.4 74,6
Ass0C-voC 26.3 3.7
Bachelors 4.1 57.9
Doctorate 4.7 25,3
HS-grad 16.4 83,6
Masters 56.4 43.6
Preschool 0.0 100.0
Prof-school 74.9 25.1
Some-college 20,0 80.0
From the above table we can see that people who have done Doctorate, Masters , Prof-school are more likely to
earn above 50000 USD per year when compared with others. Hence an influencing variable in avoiding the misuse
L of subsidies.
Python for Data Sclence

So, we are going to use the cross table for that. So, from the table it is, so from the table
we can see that people who have done doctorate, masters and professional school are
more likely to earn above 50000 US dollars per year when compared with the other
education type. So, that it and hence it can be an influencing variable in avoiding the

misuse of the subsidies.
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Next we will look at a variable called occupation. This is the bar diagram of the

SalStat
W less than or equal to 50,000
W greater than 50,000

0 500 1000 1500 2000 2500 3000
count

occupation variable. And if you look at the categories under the occupation, it has so
many to it starting from administrative, clerical and it has so many categories like armed

forces, farm, fishing, technical support and other services.

If you try to interpret how salary status is dependent on occupation, then there is a clear
demarcation because there is no equal length of bars for both the colours like for less
than or equal to 50 or greater than 50 for each and every level of the occupation the
salary status, the proportion or the frequency of salary status is differing. So, let us get an

a clear idea using the cross table.
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SalStat greater than 50,000 less than or equal to 50,000
occupation

Adm-clerical 13.4 86.6
Armed-Forces 11.1 88.9
Craft-repair 2.5 7.5
Exec-managerial 48,5 51.5
Farming-fishing 11.6 88.4
Handlers-cleaners 6.1 93.9
Machine-op-inspct 12,5 87.5
Other-service 4.1 95.9
Priv-house-serv 0.7 99.3
Prof-specialty a4.8 55.2
Protective-serv 32,6 67.4
Sales 271 72,9
Tech-support 30.5 69.5
Transport-moving 20,3 79.7

Those who make more than 50000 USD per year are more likely to
work as managers and professionals, hence an important variable in avoiding the misuse of subsidies.

Python for Data Sclence

So, here is the cross table for occupation versus salary, so that we will get an idea
whether the salary status is dependent on occupation or not. So, from the output, | have
highlighted two levels here, one is executive managerial and the other one is. So, | have
highlighted two levels; one is executive managerial and the other is prof specialty.

And those who make more than 50000 US dollars per year are more likely to work as a
managers and professionals. Hence it can be an important variable in avoiding the
misuse of subsides. So, let us see how this variable is impacting the salary status when
we build the model.
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Capitalgain is one of the variable that we have from the data frame which is an important

variable. Because if the capitalgain of the individual is high, then the salary status could
be high. So, this could be one of the important variables to classify the individuals salary

status and the plot shows the frequency distribution of the capitalgain variable.

Though the capitalgain is ranging from 0 to 1 lakh, though the capitalgain is ranging
from O to 1 lakh, but there are more observations in between the bins 0 to 20000, so that
means, 92 percentage of the capitalgain is O which corresponds to 27611 observation,
and only 8 percentage of the people have gained something from selling their asset or a
gain profit out of their investment. So, this could be one of the important variable to

classify the individual salary status.

So, let us see whether capitalgain is an important variable when we build the model
capitalloss values are also ranging from 0 to 4000, but 95 percentage of the capitalloss is
0. So, in our records either we have the records for capital gain or loss because either
they will loosed or gain from the investment. And if you see 28721 individual’s
capitalloss is 0, so either they would have not invested or the capitalloss is 0 for them or
the capitalloss is still O that could be the reason because they have not invested or they
have not loss anything from their investment. So, let us see whether this will be an

important variable when we try to; when we try to include this in a model.
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The next one is the hours spent variable. So, the plot shows the relationship between the

salary status and hour spent using the box plot. On the x-axis, | have the salary status; on
the y-axis | have the hours per. And on the x-axis the salary status is represented as
greater than 50 and less than or equal to 50. And the plot shows the relationship between

that the relationship that exists between the hours spend and the salary status.

Here we are going to check how the salary status is vary with respect to the hour spend
by the individual in a company. And if you see here from the plot it is clearly visible that
those who make more than 50000 US dollars per year or more likely to spend between
40 to 50 hoursperweek on an average. And others variable can contribute in classifying
the individual’s salary status since there is an association between salary status and hour

per week.

Because when you consider the less than or equal to 50000 category, the median is very
low when compare to the greater than 50000 category. And the minimum hours spent
and the maximum hours spent by the individual is also very low that could also be the
reason that is why they are earning less than 50000 US dollars per year. But all these
interpretation that we have made are from the data that we have, it might decorate with

respect to different sense of data.



