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The last topic of this week are characteristics of the multimodal systems and I am talking of

positive characteristics here 
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because we want to build better systems. There are seven characteristics and I will start with

the first three. 
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Let us start with flexibility, so offering different input modes and that is the definition of

modalities,  as  you  remind,  is  of  course  nice  because  users  can  choose  from a bunch of

different input modes or their combinations to choose actually the best fitting modality or a

combination for each piece of information they want to convey to the system. 

And with multimedia systems likewise, of course having different output channels means that

the system can choose the best fitting combination, or the best fitting medium in order to

convey information to the user. 

But there is also another kind of flexibility. This means we can cope actually for different

user groups or different limits or limitations in the interaction.

If you consider for example the situation of a user driving a car, or being in the kitchen

cooking, so in both situations having no hands free to use a touch screen, voice or other

modalities are really nice and offer flexibilities to still use the system. 

But if you consider users who have problems to articulate well, or who have trembling hands

for example- having different options for input modes which means modalities, is also good

to cope for these limitations and deficits. 



Or  if  you  consider  environmental  noise  or  bad  lighting  conditions  or  the  camera  or

microphone  of  course  having  different  input  modes  always  offers  flexibility  to  human

-computer interaction to come up with the best results. 
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The second characteristic  is  robustness.  If  we provide  different  input  modes  or  different

modalities, this means we have to integrate into the system the different kinds and sources of

information.  That  means  we  use  a  fusion  module  to  interpret  each  signal,  each  channel

combinedly. 

Having different sources of information also means that our classifiers can be more robust,

because we simply have more information available and if on one modality the system is

unsure then we have redundant information, then of course additional sources of information

can improve the classifying success.

Also, users typically or naturally choose the best fitting modality, because they learn which

works  well  with  the  system  what  not  and  they  cope  with  different  problems  of  the

environment, for example environmental noise. 

Also users have the habit of speaking more simple and actually more fluently if they are

allowed to use other modalities like gesturing, because this is more natural to them. 
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Last characteristic which works for multimodal systems is naturalness. So, using multimodal

signals is actually a natural thing for humans. We all interact with each other in a multimodal

way, that means that we use facial expressions, we use our gaze direction, we use our posture

or gestures like pointing gestures, in order to interact with each other. 

That means using these naturally, using effect that may be interpreted correctly by the system

or using hand gestures which can also be interpreted by the system leads to a more natural

interaction which is nice for the users. 

Also,  users  seem  to  prefer  multimodal  interaction.  Especially  if  the  cognitive  load  is

increased users tend to use multimodal interactions not only with a system but also with each

other. 

For example, if you observe people talking on the phone where only the acoustic channel is

available, you will see that users, humans cannot really refrain from using multimodal signals

like facial expressions or gestures. So a multimodal system is actually the more natural way

to interact with the system.

Why is that so? So this is not only because we learnt our whole life to do this by interacting

with other people, but also this seems to be quite hardwired. 



So, I will talk in one of the next videos about the so-called Wicken’s Model which says that

there are different cognitive resources which are strongly related to the different modalities.

That means in order to keep our cognitive load low, we just use different modalities. But I

will talk about this a little bit later. 

(Refer Slide Time: 05:31)

Human interaction is coordinated so if we speak through our head movement, through our

hand movements, this is all temporally and content wise and semantically coordinated. But it

is not naturally in the same time, or temporally simultaneous. 

That means, for example, Sharon Oviatt, the real pioneer in multimodal interaction, she found

out that there are two kinds, or general two kinds of user groups. So, there are users which

use multimodal inputs to the system in a sequential way and there are those users who do that

in parallel, simultaneously. 

So this is a nice flexibility for the users to act as they would like to but on the other hand it is

a  real  challenge  for  the  system designer  because  the  fusion  model  has  to  cope  up  with

different time windows to integrate these information which of course belong together and

have  to  be  classified  and  interpreted  combinedly.  So,  this  is  one  of  the  negatives

consequences multimodal systems can have.

Another  one is  choosing the  right  combination  of  modalities  or  the  right  modality  itself

maybe already a cognitive task especially if you do not know the system that well. If you are



not fully or naturally interacting with the system then it might be difficult to actually decide

which modality to use. And there might be interferences of different modalities.

So, a provocative question would be why to actually start to build multimodal systems when

this actually result in higher expectations and maybe in less good quality for the user if we

provide actually this kind of multimodal input instead of much simpler systems.
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The next four characteristics hold only for embodied systems and with embodied systems I

am talking about human-like system interfaces. This could be like either real robots, social

robots for example which look like human or nearly like human, or these could be like virtual

humans on the screen. 

Here’s the so-called Persona Effect. These are all social effects that I am now presenting, all

four. The first one is called as the Persona Effect and actually just states that if users interact

with an embodied system which has the same capabilities as a non-embodied system then the

users tend to like the system which is embodied more. 

The second result or the second effect of this Persona Effect is that the actual interaction can

be more  efficient  or more  effective.  This means  less  errors  are  done and the whole  task

maybe solved a little bit quicker. 



This does not hold true for every kind of situation or every kind of task but these two aspects

of  the  Persona  Effect,  the  better  perceived  quality  and  a  more  efficient  and  a  better

interaction, has been observed several times. 

There are several reasons why this might be the case. One reason is that we actually have one

concrete face or voice in the case of a non-visual interface the user can concentrate on. 

Also having just one single interface, for example for an intelligent environment might be

helpful and supportive for this Persona Effect because it is easier to concentrate and deal with

just one interface than to talk to different devices or talk just to the air if you want to interact

and control a virtual environment.

With embodied interfaces it is important to notice is that these have, especially because of the

human  likeliness,  some  aesthetic  dimension.  This  means  an  aesthetic  and  appropriate

embodiment in a multimodal system may be evaluated as more competent and even more

fancy and more  valuable  than  comparable  systems  which  are  not  embodied  but  actually

provide the same capabilities or functions.
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The second effect for embodied interfaces is the so-called “Uncanny Valley” effect. You must

have heard of this already. You can see in the graphic down on the slides that, what the actual

Uncanny Valley means. 



So, want we have here is the familiarity which means high value of familiarity means it is a

pleasant  interface  whereas  a  low value  in  this  means  it  is  a  little  bit  awkward  or  even

repulsive. 

And if we go more and more human-like, in our interface, for example from an industrial

robot to a human robot,  the pleasantness,  the familiarity will  increase until  this  so-called

Uncanny Valley where suddenly the familiarity of the positive affiliation drops significantly. 

The reason for this might be just the shift in reference. Suddenly we do not compare the

interface any more to like normal robots, or computer interfaces but to real humans and if this

virtual human or this social humanoid robot is not perfect then it may be really awkward. 

In order to prevent this kind of Uncanny Valley we can either just, stop right at the beginning

of this Uncanny valley and you can see the white Pepper robot is one kind of an attempt to do

this, but also animals or cartoon characters are a good way in order to prevent the Uncanny

Valley. Or, we can just skip this Uncanny Valley and really try to make really human-like

interface. 
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The  third  Effect  is  the  so-called  Social  Inhibition  and  Facilitation  Effect  and  these  are

actually  two  effects  which  come  together.  This  is  actually  not  an  effect  known from or

invented or observed from human and computer interaction but we know this from social

interactions between humans. 



And it means in the company, the presence of other people we tend to be better at simple

tasks, but we tend to be worse in more complex tasks. 

And this is assumed to be a concentration problem because we might be distracted by the

social situation, have a higher cognitive load and therefore we tend to act quicker which is

always nice for simple task because we know what we are doing, but for more complex tasks

which require more concentration and more resources, this may then lead to actually worse

results.

But  we can  transfer  this  social  phenomenon,  this  effect  to  social  aspects  of  the  human-

computer  or  human-robot  interaction.  And  this  means  in  for  some  kinds  of  embodied

systems,  like  social  robots  or  virtual  people,  virtual  humans  we may observe  this  social

facilitations and inhibition effect. 

Actually, it’s a nice example to see or a method to actually evaluate whether certain computer

interface has some social presence. 
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The same holds for the last effect I want to present today. This is the Equilibrium theory and

it is also observed for social human interaction. The whole idea is that we have this signal of

intimacy, of the level of intimacy, this means how is the relationship between people. 



If we are more intimate, for example we share more gazes we tend to be more close to each

other and so on. The theory says that we balance the signals on the different modalities in

such a way that they all are fitting to the relationship and level of intimacy that we have.

So for example, if we are more strangers, we tend to be more far away from each other and

do not disturb the personal space of the other person. But consider the example of an elevator

where it is really crowded. 

You cannot avoid to disturb or come into the personal space of another person. In order to

compensate  for this, because the social  signal of the space difference and distance is  not

appropriate, we tend to balance, our social signals on other modalities, for example, our gaze.

We tend to avoid our gaze in order to compensate for the inappropriate distance that we have.

Again, using this kind of theory or this kind of social effect that we can observe, we can

actually  try  to  evaluate  whether  the  embodied  system  like  in  a  virtual  environment,  is

working in such a way that it provokes some social presence. 

Another example, instead of the elevator, would be people, even virtual people, in the virtual

space, would go behind my back, which usually people tend to find really uncomfortable. 

So these social effects which we know from social psychology are a nice way to test whether

your interface or your virtual environment is working in such a way that it should be mainly

producing virtual characters or virtual people or social robots that are actually perceived as

having social presence. 
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So, this was the first week about multimodality and multimedia and here are some references.
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