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If we want to find out how multimodal perception is done in humans, so how different signals

are processed cognitively, it is a nice way to actually synthesize signals which have not the

same information. 
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Imagine for example you are sitting in a train at a train station. And on the next platform there

is also a train and you can see from the corner of your eyes the train moving. You expect



really that your own train is moving and may be for some milliseconds you actually feel the

acceleration, until you realize your train is still standing but the other train has started. 

So here you can also see that if we have different information, this case the balance sensor

and visual sensory information, they are not congruent. Then we use these information and

process them anyway to actually form something often valid or not valid picture of how the

world works. We have several of these kind of incongruent signals that we are dealing with. 
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So for example there is an interesting effect that if we provide different cars and, in different

colors and these are also producing some noise, the typical car noise. If we ask people how

loud these cars are, we see an influence of the car color on the loudness perception. 
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This case, for example red cars are on average perceived little bit louder than other colors. So

this  is  an example  of  a  crossmodal  perception.  This  means  we are  asking for  one some

modality in this case, the auditory information how loud is it but we have an effect of another

modality, the visual information color affects the loudness perception. 

One  of  the  older  examples  of  these  discongruent  information  is  actually  reported  by

Helmholtz.  So the idea is  that  you ask people to point  to a  certain  object  which sounds

reasonably enough. You see object and you point there. 

But  if  you put on some glasses or distort  the vision by a kind of lens,  you can actually

dislocate the object on the visual place, on the visual location. What happens here is that if we

have to do that, the people adapt their pointing gesture to the visual information which are

actually wrong or distorted. And they do this quite quickly.

This actually the origin of the so-called theory that vision dominates all senses which we

shall later that it is, that it is not true. The most important aspect of this whole paradigm is

that when we take off the glasses or lenses again,  it  takes some time until we adjust our

kinesthetics, our knowledge about our body and posture so that our pointing gesture actually

is correct again. 



For certain amount of time, our pointing gestures after removing these glasses will be wrong.

It will still be adapted to the initially wrong information from the glasses. So this only works

if we actually move our arms actively, so we need this feedback from our body. 

And this is an example of what I call multimodal integration because here we do not ask

specifically for one modality or the other but we ask for the whole object. And ask for the

people to integrate the information that they have. 

So it is only a little bit different in the task paradigm and the instruction that the users or the

participants of this experiment are given to. 
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There is also an audiovisual effect on counting. The whole idea behind this example is that

we see visually appearing certain kinds of objects, in this case rabbits or white flashes. We

also  have  certain  inputs,  sounds  which  are  occurring  sometimes  in  the  same time,  same

timepoint as the flashes. 

But the number, location of the sound stimuli and the visual stimuli are not congruent, the

question is which of these modalities is actually dominating the impression of the people? 

I will give you a short example on the website. 
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0:05:43.0 Demo start

0:06:00.8 Demo end 
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I do not know what you have perceived but the majority of the people actually was influenced

by the auditory information, so these were dominating the visual ones. 

And this  is  one example again of crossmodal  reception at  least  if you ask for the visual

number of occurrences of rabbits or flashes. Of course you can also ask about how many

objects are occurring here then it would be multimodal integration. 
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The next effect is on audiovisual object identification. And again I have short example. You

will see two balls or two circles running towards each other. And either they are crossing or

they are bouncing off dependent on the auditory information. Have a look yourself and find

out what you are perceiving here. 
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0:07:07.1 Demo start

0:07:21.4 Demo End 
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So the result is of course, that once there is bouncing sound we perceive this as two objects

bouncing off each other and not going through each other. So this can be nicely used if you

want to synthesize certain behavior objects by the help of auditory information. 

And  again  as  we  are  asking  for  visual  information  of  the  auditory,  of  the  object,  the

identification, which object is which one, are they bouncing off or are they going through

each other, this is also an example of crossmodal perception. 
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The next effect is on audiovisual emotion or multimodal emotion recognition. I do not have

an example here but if we present pictures or video clips of faces of people with certain

emotion and we also present vocal stimuli of people where you can also perceive 
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the emotion that the person has, you will have a certain crossmodal effect. 

So if you ask for example, of the emotion by pictures, there will an effect of the auditory

information and vice versa. 
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Here you a certain example with not auditory information but with visual information on face

and gesture or posture of these people. 

On the left side you can see congruent information, so anger posture and anger face and fear

posture and fear face. On the right side you see incongruent information. 



That  is  not  truly  multimodal  as  both  information  are  transported  on  visual  domain  but

illustrates nicely that if we now ask for the information there will be an effect of posture on

the facial expression or vice versa. 
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The next example is the most famous one. It is about audiovisual location and the typical

example is the so-called ventriloquist illusion. This means we have an actor on stage who is

talking but he or she has a puppet nearby and we perceive this in the audience as the puppet is

speaking. 

So there is a discrepancy in the location because the auditory information is coming from the

person, the actor but the visual information is the moving lips and the head of the puppet. 

So here we have natural environments typically the dominance of the visual information. But

we know that this can be blurred leading to an interesting result if we do this in the so called,

in the studio or laboratory; but just finish with this audiovisual location illusion. 

So this would be a nice example of multimodal integration because these two information are

processed together to form the whole origin, the location of this person who is speaking. 
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In the laboratory you can try to reduce the reliability of the visual information on the screen.

So for example we have the setup with two loudspeakers so we can actually try to simulate

the different sound sources by having a certain delay of the right or the left channel. 

And we have the position of so-called blob or blurred light on the screen. And we blur this

information which is not as sharp as the moving mouth of the puppet by some Gaussian

distributions, by introducing some noise. So there are no clear boundaries of this white blob

occurring somewhere. 

And if we test this we find interestingly that the more we blur, the more we reduce the visual

information  reliability  of  that,  the  more  important  the auditory information  gets,  until  of

course if the information are too far away or too incongruent there is no assumption of unity

any more. 

So the main result of this laboratory experiments shows us that there is no dominance of

visual  information but  rather  our processing can be presented or can be called a  kind of

optimal  integration.  So  we  actually  use  from  experience  how  reliable  the  source  of

information is that we have. 

So given a certain situation, giving our knowledge about the reliability and accuracy of our

senses  and  the  information  that  we  perceive,  we  weight  the  signals,  we  weight  the

information from the different sources or senses and form kind of optimal integration. 



This can actually result in having a result final multimodal perception in this case of the

location which is neither on the same, the same or identical with the auditory nor with the

visual information. 

So for example if we have a properly blurred visual location and an auditory location we

might perceive the actual object being in the middle. 
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This kind of optimal integration is also the result of the next example.

This is called the McGurk effect or the audiovisual location or audiovisual quality. This is

about sound perception. There is again a nice video. A professor also explained what you

should hear, what you should do. So please check it out. It is on the website and come back

once you have finished that. 

I do not know if this experiment worked for you but for most people it does and it is an

automatic process. So usually it works although you know how it works, it will be repeated,

can be repeated and will work again. 

So the whole idea behind this is that our auditory perception perceives a /ba in the vocal tract,

in the mouth which is not very accurate and the visual information is a /ga which is far back

in the mouth. 



So  in  order  to  combine  this  information  to  one  meaningful  location  or  one  meaningful

articulation on sound the only thing that we can do is find the sound between these two

discongruent information. 

And this is usually /da or /ba as this relies on the accuracy of the different information. You

might imagine what happens if we now reverse the kind of information.

So if we would provide visual information of /ba and auditory information of /ga, this case it

would not  work.  Because the visual  information  of  /ba is  really  strong, very salient  and

reliable. So the result might be something like /da/da. 

So as I said, again this is a nice example that there might be some modalities which dominate

the perception; for spatial information, usually the vision but in the real process behind our

multimodal  integration  is  so-called  some  kind  of  optimal  integration  that  means  each

modality is weighted to its situation and the reliability and expectation of the quality of this

information. 

So in the end, multimodal perception might be some kind of information that is not available

in either of the two channels and sensory information that we have but it would be the most

meaningful one, always assuming the unity of same sound and vision source of the signals. 
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So as I have already mentioned, the first kind of theories were that vision dominates all other

senses. But with the temporal domain and the counting there was also the result that for some

experiments and some observations auditory information are dominating. 

So as a second kind of explanation theory there was the so-called Modality Appropriateness

Theory just claiming that the one modality dominates the other or others which in this kind of

situation is most appropriate. 

But now we have seen two examples, the McGurk effect and also the ventriloquist  effect

which shows that the resulting percept might be different from all the kind of information that

we are presented on the different senses. And therefore the coherent explanation theory is the

so-called Optimal Integration. 
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As a summary, in order that these kind of effects work, we need the assumption of unity. So

the  information  should  not  be  too  discongruent  from each other. I  showed two kinds  of

effects. 

These are actually only related to the kind of tasks the people have in the experiment, either

there is crossmodal reception when we ask for one modality and we see that information from

other modalities affect the results from the participants although they should not. 



And  also  there  is  multimodal  integration  when  we  just  ask  for  the  overall  multimodal

perception.  All  these  kind  of  effects  give  us  reason  to  believe  that  the  processing,  the

cognitive processing of the multimodal input is mostly automatic and not conscious. 

And  it  deals  with  the  meaningful  convergence,  or  the  meaningful  processing  of  all  the

information we have in order to deal with the world. So expectations highly affect the way

we process our information and the results especially concerning the patterns that we see and

that we perceive. 

So there are lot of other mostly visual nice effects showing that the expectation governs and

affects what we actually perceive in end. 

Another result is that this kind of perception is not more costly than unimodal processing.

And we know that reliability and accuracy, but also our current attention is relevant for the

outcome of these kind of multimodal integrations.


